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#### Abstract

In functional magnetic resonance imaging, voxel time courses after Fourier or non-Fourier "image reconstruction" are complex valued as a result of phase imperfections due to magnetic field inhomogeneities and random noise. Nearly all fMRI studies derive functional "activation" based on magnitudeonly voxel time courses. Here the entire complex or bivariate data are modeled rather than just the magnitudeonly data. A nonlinear multiple regression model is used to model activation of the complex signal, and a likelihood ratio test is derived to determine activation in each voxel. The magnitude-only and complex time course models are applied to a real dataset.


## 1. INTRODUCTION

In magnetic resonance imaging, after Fourier or nonFourier image reconstruction, each voxel contains a time course of real and imaginary components. Magnitude-only images are produced by taking the square root of the sum of squares of the real and imaginary parts of the complex valued time courses in each voxel at each time point. Nearly all fMRI studies obtain a statistical measure of functional activation based on magnitude-only image time courses. When this is done, phase information in the data is discarded. This is illustrated in Fig. 1, where real-imaginary and magnitudephase image sequences are shown to depict the example dataset discussed later.

Magnitude-only models [2, 4] typically assume normally distributed errors; alternatively, one can assume that the original real and imaginary components of the PSD have normally distributed errors. Independent normally distributed errors on the measured complex signal translates to a Ricean distributed [10] magnitude image that is approximately normal for large signal-to-noise ratios.

When computing magnitude-only image time courses and activations, the signal-to-noise ratio (SNR) may not be large enough for this approximate normality to hold. This is increasingly true with higher voxel resolutions and in areas with a large degree of signal dropout. In addition, phase
information or half of the numbers are discarded. A more accurate model should properly model the noise and use all the information contained in the real and imaginary components of the data.

Previous models for complex fMRI data have been proposed, $[7,9]$. The first by and Lai and Glover (1997) did not accurately model the phase, while here the phase is correctly accounted for through a nonlinear multiple regression model. The second model by Nan and Nowak (1999) correctly modeled the phase coupling between the means of the real and imaginary components, but was limited to a single baseline and signal model because of their model parameterization. In addition, the second model did not directly estimate the regression coefficients or phase angle and used critical values based on Monte Carlo simulation. The second model is reparameterized and extended to a multiparameter baseline and signal model. Additionally, hypothesis tests are formulated in terms of contrasts, which allows for more elaborate testing such as deconvolution and comparisons between multiple task conditions. Finally, the current parameterization allows the estimation of the phase angle directly instead of the sine and cosine of the phase angle. The results of the proposed model are compared to a strict magnitude-only model in terms of thresholded activation maps on a real dataset.

## 2. MODEL

In MRI/fMRI, the aim is to image a real valued physical object $\rho(x, y)$ and obtain a measured object $\rho_{m}(x, y)$ by measuring a 2D complex valued signal $s_{m}\left(k_{x}, k_{y}\right)$ at spatial frequencies $\left(k_{x}, k_{y}\right)$. This signal consists of a true complex valued signal $s\left(k_{x}, k_{y}\right)$ plus a random complex noise term $\delta\left(k_{x}, k_{y}\right)$ with real and imaginary components that are assumed to be independent and identically normally distributed. Even if there were no phase imperfections, it is necessary to observe the imaginary parts of this signal because we phase encode for proper image formation. After image reconstruction, we obtain a complex valued measured object plus complex valued noise.

Fig. 1. Image sequences.

(a)Real-Imaginary

Fig. 2. Real Imaginary vector in a voxel over time.


Neglecting the voxel location and focusing on a particular voxel, the complex valued image measured over time in a given voxel is

$$
\rho_{m t}=\left[\rho_{R t}+\eta_{R t}\right]+i\left[\rho_{I t}+\eta_{I t}\right]
$$

where $\left(\eta_{R t}, \eta_{I t}\right)^{\prime} \sim \mathcal{N}(0, \Sigma)$ and $\Sigma=\sigma^{2} I_{2}$. The distributional specification is on the real and imaginary parts of the image and not on the magnitude.

A nonlinear multiple regression model is introduced in-

(b)Magnitude-Phase
dividually for each voxel that includes a phase imperfection $\theta$ in which at time $t$, the measured effective proton spin density is given by

$$
\begin{equation*}
\rho_{m t}=\left[x_{t}^{\prime} \beta \cos \theta+\eta_{R t}\right]+i\left[x_{t}^{\prime} \beta \sin \theta+\eta_{I t}\right] \tag{1}
\end{equation*}
$$

where $\rho_{t}=x_{t}^{\prime} \beta=\beta_{0}+\beta_{1} x_{1 t}+\cdots+\beta_{q} x_{q t}$. The phase imperfection in Eq. 1 is a fixed and unknown quantity, which may be estimated voxel by voxel.

In fMRI, we take repeated measurements over time while a subject is performing a task. In each voxel, we compute a measure of association between the observed time course and a preassigned reference function that characterizes the experimental paradigm.

### 2.1. Magnitude-Only Activation

The typical method to compute activations $[2,4]$ is to use only the magnitude which is denoted by $y_{t}$ and written as

$$
\begin{equation*}
y_{t}=\left[\left(x_{t}^{\prime} \beta \cos \theta+\eta_{R t}\right)^{2}+\left(x_{t}^{\prime} \beta \sin \theta+\eta_{I t}\right)^{2}\right]^{\frac{1}{2}} . \tag{2}
\end{equation*}
$$

The magnitude-only model in Eq. 2 discards any information contained in the phase, given by

$$
\phi_{t}=\tan ^{-1}\left[\frac{\rho_{I t}+\eta_{I t}}{\rho_{R t}+\eta_{R t}}\right] .
$$

The magnitude is not normally distributed but is Ricean distributed. Both the magnitude and the phase are approximately normal for large SNR's [5, 10] as outlined in the appendix. The special case of the Ricean where there is no signal is known as the Rayleigh distribution. It is known
[6] that a histogram of noise outside the brain without any signal is Rayleigh distributed.

The Ricean distribution is approximately normal for large signal-to-noise ratios (small relative error variance). This can be shown by completing the square in Eq. 2 and using the Taylor series approximation $\sqrt{1+u} \approx 1+u / 2$ for $|u| \ll 1$ that

$$
\begin{equation*}
y_{t} \approx x_{t}^{\prime} \beta+\epsilon_{t} \tag{3}
\end{equation*}
$$

where $\epsilon_{t}=\eta_{R t} \cos \theta+\eta_{I t} \sin \theta \sim N\left(0, \sigma^{2}\right)$. This model can also be written as

$$
\underset{n \times 1}{y}=\begin{array}{ccc}
X & \beta  \tag{4}\\
n \times(q+1) & (q+1) \times 1
\end{array} \quad \begin{gathered}
\epsilon \\
n \times 1
\end{gathered}
$$

where $\epsilon \sim \mathcal{N}\left(0, \sigma^{2} \Phi\right)$ and $\Phi$ is the temporal correlation matrix, often taken to be $\Phi=I_{n}$ after suitable pre-processing of the data.

The unconstrained maximum likelihood estimates of the vector of regression coefficients $\hat{\beta}$ and the error variance $\hat{\sigma}^{2}$ are given by

$$
\begin{align*}
\hat{\beta} & =\left(X^{\prime} X\right)^{-1} X^{\prime} y \\
\hat{\sigma}^{2} & =(y-X \hat{\beta})^{\prime}(y-X \hat{\beta}) / n \tag{5}
\end{align*}
$$

To construct a generalized likelihood ratio test of the hypothesis $H_{0}: C \beta=0$ vs. $H_{1}: C \beta \neq 0$, we maximize the likelihood under the constrained null hypothesis. This leads to constrained MLE's

$$
\begin{align*}
\tilde{\beta} & =\Psi \hat{\beta} \\
\tilde{\sigma}^{2} & =(y-X \tilde{\beta})^{\prime}(y-X \tilde{\beta}) / n \tag{6}
\end{align*}
$$

where

$$
\begin{equation*}
\Psi=I_{q+1}-\left(X^{\prime} X\right)^{-1} C^{\prime}\left[C\left(X^{\prime} X\right)^{-1} C^{\prime}\right]^{-1} C \tag{7}
\end{equation*}
$$

Then the likelihood ratio statistic for the magnitude-only model is given by

$$
\begin{equation*}
-2 \log \lambda_{M}=n \log \left(\frac{\tilde{\sigma}^{2}}{\hat{\sigma}^{2}}\right) \tag{8}
\end{equation*}
$$

This has an asymptotic $\chi_{r}^{2}$ distribution, where $r$ is the full row rank of $C$, and is asymptotically equivalent to the usual $t$ - or $F$-tests associated with statistical parametric maps. For example, consider a model with $\beta_{0}$ representing an intercept, $\beta_{1}$ representing a linear drift over time, and $\beta_{2}$ representing a contrast effect of a stimulus. Then to test whether the coefficient for the reference function or stimulus is 0 , set $C=(0,0,1)$, so that the hypothesis is $H_{0}: \beta_{2}=0$. The LR test has an asymptotic $\chi_{1}^{2}$ distribution and is asymptotically equivalent to the usual $t$ tests for activation. The $\chi^{2}$ representation is used for ease of comparability with the complex activation model. Alternatively, complex valued permutation resampling techniques may be used, which the author found to give similar results in the example used later.

### 2.2. Complex Activation

Alternatively, we can represent the observed data at time point $t$ as a $2 \times 1$ vector instead of as a complex number

$$
\binom{y_{R t}}{y_{I t}}=\binom{x_{t}^{\prime} \beta \cos \theta}{x_{t}^{\prime} \beta \sin \theta}+\binom{\eta_{R t}}{\eta_{I t}}
$$

$$
t=1, \ldots, n
$$

This model can also be written as

$$
\begin{array}{ccc}
y= & \left(\begin{array}{cc}
X & 0 \\
0 & X
\end{array}\right) & \binom{\beta \cos \theta}{\beta \sin \theta}  \tag{9}\\
2 n \times 1
\end{array} \begin{gathered}
\eta \\
2 n \times 2(q+1)
\end{gathered} \begin{gathered}
\eta \\
2(q+1) \times 1
\end{gathered}
$$

where it is specified that the observed vector of data $y=$ $\left(y_{R}^{\prime}, y_{I}^{\prime}\right)^{\prime}$ is the vector of observed real values stacked on the vector of observed imaginary values and the vector of errors $\eta=\left(\eta_{R}^{\prime}, \eta_{I}^{\prime}\right)^{\prime} \sim \mathcal{N}(0, \Sigma \otimes \Phi)$ is similarly defined. Here it is assumed that $\Sigma=\sigma^{2} I_{2}$ and $\Phi=I_{n}$.

As with the magnitude-only model, we can obtain unrestricted maximum likelihood estimates of the parameters as derived in the appendix to be

$$
\begin{align*}
\hat{\theta} & =\frac{1}{2} \tan ^{-1}\left[\frac{2 \hat{\beta}_{R}^{\prime}\left(X^{\prime} X\right) \hat{\beta}_{I}}{\hat{\beta}_{R}^{\prime}\left(X^{\prime} X\right) \hat{\beta}_{R}-\hat{\beta}_{I}^{\prime}\left(X^{\prime} X\right) \hat{\beta}_{I}}\right] \\
\hat{\beta} & =\hat{\beta}_{R} \cos \hat{\theta}+\hat{\beta}_{I} \sin \hat{\theta} \\
\hat{\sigma}^{2} & =\frac{1}{2 n}\left[y-\binom{X \hat{\beta} \cos \hat{\theta}}{X \hat{\beta} \sin \hat{\theta}}\right]^{\prime}\left[y-\binom{X \hat{\beta} \cos \hat{\theta}}{X \hat{\beta} \sin \hat{\theta}}\right] \tag{10}
\end{align*}
$$

where $\hat{\beta}_{R}=\left(X^{\prime} X\right)^{-1} X^{\prime} y_{R}$ and $\hat{\beta}_{I}=\left(X^{\prime} X\right)^{-1} X^{\prime} y_{I}$.
Note that the estimate of the regression coefficients is a linear combination or "weighted" average of estimates from the real and imaginary parts. The regression coefficients of this model may also be estimated using principal components. Also, note that although the ML estimate of $\sigma^{2}$ is biased, the degree of bias is generally small $\left(E\left(\hat{\sigma}^{2}\right)=\right.$ $\left.(2 n-q-2) /(2 n) \times \sigma^{2}\right)$ because $n$ is large relative to $q$.

The maximum likelihood estimates under the constrained null hypothesis $H_{0}: C \beta=0$ are derived in the appendix and given by

$$
\begin{align*}
\tilde{\theta} & =\frac{1}{2} \tan ^{-1}\left[\frac{2 \hat{\beta}_{R}^{\prime} \Psi\left(X^{\prime} X\right) \hat{\beta}_{I}}{\hat{\beta}_{R}^{\prime} \Psi\left(X^{\prime} X\right) \hat{\beta}_{R}-\hat{\beta}_{I}^{\prime} \Psi\left(X^{\prime} X\right) \hat{\beta}_{I}}\right] \\
\tilde{\beta} & =\Psi\left[\hat{\beta}_{R} \cos \tilde{\theta}+\hat{\beta}_{I} \sin \tilde{\theta}\right] \\
\tilde{\sigma}^{2} & =\frac{1}{2 n}\left[y-\binom{X \tilde{\beta} \cos \tilde{\theta}}{X \tilde{\beta} \sin \tilde{\theta}}\right]^{\prime}\left[y-\binom{X \tilde{\beta} \cos \tilde{\theta}}{X \tilde{\beta} \sin \tilde{\theta}}\right] \tag{11}
\end{align*}
$$

where $\Psi$ is as defined in Eq. 7 for the magnitude-only model.

Fig. 3. Estimated reference function coefficients, $\beta_{2}$ 's.


As previously noted, the estimated $\beta_{2}$ coefficients for the complex model in Fig. 3(b) under the alternative hypothesis are a linear combination or "weighted" average between the estimated value from the real and imaginary parts. This "weighting" is displayed in Fig. 4 where the $\cos \theta$ "weights" are in Fig. 4(a), the estimated coefficient values from the real part $\beta_{R 2}$ are in Fig. 4(b), the $\sin \theta$ "weights" are in Fig. 4(c), and the estimated coefficient values from the real part $\beta_{I 2}$ are in Fig. 4(d).

Next statisticallly significant task-related activation was sought using $5 \%$ false discovery rate (FDR) and Bonferroni thresholds. These were done by applying the BenjaminiHochberg and Bonferroni procedures to the $\chi_{1}^{2}$ activation statistics. Images of statistically significant FDR activation are given in Fig. 5 and for statistically significant Bonferroni activation in Fig. 6 for both the magnitude-only and complex models. As previously mentioned, resampling techniques that permuted the complex valued residuals to determine false discovery rate and Bonferroni thresholded statistical parametric maps were applied and found to be virtually identical to assuming the $\chi^{2}$ distribution maps.

While the activation images are similar, note that the complex model appears to have sharper or more well-defined activation regions which align better with the gray matter at which the activation is supposed to occur.

To illustrate the differences, voxels above threshold for both models are colored yellow, those only declared active for the magnitude-only model colored red and those only declared active for the complex model orange in Fig. 7.

## 4. CONCLUSIONS

A complex data fMRI activation model was presented as an alternative to the typical magnitude-only data model. Ac-

Fig. 4. Complex real and imaginary estimated $\beta_{2}$ 's, and trigonometric weights.

tivation statistics were derived from generalized likelihood ratio tests for both models. Activation from both models were presented for real fMRI data, then simulations were performed to compare the power to detect activation regions between the two models for several signal-to-noise ratios with varying task related contrast effects.

It was found that for large signal-to-noise ratios, both models were comparable. However, for smaller signal-tonoise ratios, the complex activation model demonstrated superior power of detection over the magnitude-only activation model. This strongly indicates that modeling the complex data may become more useful as voxel sizes get smaller, since this decreases the SNR.

## A. MAGNITUDE AND PHASE DISTRIBUTIONS

The distribution of the magnitude and phase can be derived as follows. Let $y_{R}=\rho \cos \theta+\eta_{R}$ and $y_{I}=\rho \cos \theta+$
$\eta_{I}$ where $\eta_{R}$ and $\eta_{I}$ are normally distributed with mean zero and variance $\sigma^{2}$. Then, make a change of variable from $\left(y_{R}, y_{I}\right)$ to polar coordinates $r^{2}=y_{R}^{2}+y_{I}^{2}$ and $\phi=$ $\tan ^{-1}\left(y_{I} / y_{R}\right)$ or $y_{R}=r \cos \phi$ and $y_{I}=r \sin \phi$. The Jacobian of this transformation is $J\left(y_{R}, y_{I} \rightarrow r, \phi\right)=r$. The joint distribution of $r$ and $\phi$ using trigonometric identities becomes

$$
p\left(r, \phi \mid \rho, \theta, \sigma^{2}\right)=\frac{r}{2 \pi \sigma^{2}} e^{-\frac{1}{2 \sigma^{2}}\left[r^{2}+\rho^{2}-2 \rho r \cos (\phi-\theta)\right]} .
$$

## A.1. Magnitude Distribution

The marginal distribution of the magnitude $r$ is found by integrating out the phase $\phi$

$$
\begin{aligned}
p\left(r \mid \rho, \theta, \sigma^{2}\right)= & \frac{r}{\sigma^{2}} e^{-\frac{1}{2 \sigma^{2}}\left[r^{2}+\rho^{2}\right]} \\
& \times \int_{\phi=-\pi}^{\pi} \frac{1}{2 \pi} e^{\frac{1}{\sigma^{2}} \rho r \cos (\phi-\theta)} d \phi
\end{aligned}
$$

Fig. 5. $-2 \ln \lambda$ statistics with a $5 \%$ FDR threshold

(a) Magnitude-only model
where the integral factor often denoted $I_{o}\left(r \rho / \sigma^{2}\right)$ is the zeroth order modified Bessel function of the first kind. The normal limiting distribution for large SNR or $\rho \rightarrow \infty$, is found by using the asymptotic form

$$
I_{o}\left(r \rho / \sigma^{2}\right) \approx \exp \left(r \rho / \sigma^{2}\right) / \sqrt{\left(2 \pi r \rho / \sigma^{2}\right)}
$$

of the Bessel function [1]. Additionally, in this limit, it is assumed that the exponential form of the normal distribution drops off more rapidly compared to the variation in the ratio $\sqrt{r / \rho}$ left as a factor. The distribution of the magnitude becomes the normal distribution with mean $\rho$ and variance $\sigma^{2}$. The Rayleigh limiting distribution for zero SNR or $\rho=0$, is found by noting that $I_{o}(0)=1$. The distribution of the magnitude becomes

$$
p\left(r \mid \rho, \sigma^{2}\right)=\frac{r}{\sigma^{2}} e^{-\frac{r^{2}}{2 \sigma^{2}}}
$$

## A.2. Phase Distribution

The marginal distribution of the phase $\phi$ is found by integrating out the magnitude $r$

$$
\begin{aligned}
p\left(\phi \mid \rho, \theta, \sigma^{2}\right)= & \frac{e^{-\frac{\rho^{2}}{2 \sigma^{2}}}}{2 \pi}\left[1+\frac{\rho}{\sigma} \sqrt{2 \pi} \cos (\phi-\theta)\right. \\
& \left.\times e^{\frac{\rho^{2} \cos ^{2}(\phi-\theta)}{2 \sigma^{2}}} \int_{z=-\infty}^{\frac{\rho \cos (\phi-\theta)}{\sigma}} \frac{e^{-z^{2} / 2}}{\sqrt{2 \pi}} d z .\right]
\end{aligned}
$$

The normal limiting distribution for large SNR or $\rho \rightarrow$ $\infty$, is found by multiplying through, noting that the first

(b) Complex model
term is approximately zero, that the difference between $\phi$ and $\theta$ is small so that the cosine of their difference is approximately one, and the sine of their difference is approximately their difference. The distribution of the phase becomes the normal distribution with mean $\theta$ and variance $(\sigma / \rho)^{2}$.

The uniform limiting distribution for zero SNR or $\rho=$ 0 , is found by noting that the integral factor goes to unity. The distribution of the phase becomes uniform on $[-\pi, \pi]$. The distribution of the magnitude and phase for intermediate values of SNR can be found by numerical integration or Monte Carlo simulation. The complex model presented in this paper does not make these large SNR approximations.

## B. GENERALIZED LIKELIHOOD RATIO TEST

## B.1. Complex Model

In applications using multiple regression including fMRI, we often wish to test linear contrast hypothesis (for each voxel) such as

$$
\begin{aligned}
H_{0}: C \beta & =\gamma \text { vs } H_{1}: \quad C \beta
\end{aligned} \begin{aligned}
C \beta & \neq \gamma \\
\sigma^{2} & >0
\end{aligned}
$$

where $C$ is an $r \times(q+1)$ matrix of full row rank and $\gamma$ is an $r \times 1$ vector.

The likelihood ratio statistic is computed by maximizing the likelihood $p\left(y \mid \beta, \theta, \sigma^{2}, X\right)$ with respect to $\beta, \theta$, and $\sigma^{2}$ under the null and alternative hypotheses. Denote the maximized values under the null hypothesis by $\left(\tilde{\beta}, \tilde{\theta}, \tilde{\sigma}^{2}\right)$ and

Fig. 6. $-2 \ln \lambda$ statistics with a $5 \%$ Bonferroni threshold

(a) Magnitude-only model
those under the alternative hypothesis as $\left(\hat{\beta}, \hat{\theta}, \hat{\sigma}^{2}\right)$. These maximized values are then substituted into the likelihoods and the ratio taken. With the aforementioned distributional specifications, the likelihood of the model is

$$
\begin{equation*}
p\left(y \mid X, \beta, \theta, \sigma^{2}\right)=\left(2 \pi \sigma^{2}\right)^{-\frac{2 n}{2}} e^{-\frac{h}{2 \sigma^{2}}} \tag{B.1}
\end{equation*}
$$

where

$$
h=\frac{1}{2 n}\left[y-\binom{X \beta \cos \theta}{X \beta \sin \theta}\right]^{\prime}\left[y-\binom{X \beta \cos \theta}{X \beta \sin \theta}\right]
$$

## Unrestricted MLE's

Maximizing this likelihood with respect to the parameters is the same as maximizing the logarithm of the likelihood denoted $L L$ with respect to the parameters. In the case of $\beta$ and $\theta$ it is the same as minimizing the $h$ term in the exponent.

$$
\begin{aligned}
\left.\frac{\partial h}{\partial \beta} \right\rvert\,= & 2\left(X^{\prime} X\right) \hat{\beta}-2\left(X^{\prime} X\right)\left[\hat{\beta}_{R} \cos \hat{\theta}+\hat{\beta}_{I} \sin \hat{\theta}\right] \\
\left.\frac{\partial h}{\partial \theta} \right\rvert\,= & -2 \hat{\beta}^{\prime}\left(X^{\prime} X\right)\left[(-\sin \hat{\theta}) \hat{\beta}_{R}+(\cos \hat{\theta}) \hat{\beta}_{I}\right] \\
\left.\frac{\partial L L}{\partial \sigma^{2}} \right\rvert\, & -\frac{2 n}{2} \frac{1}{\hat{\sigma}^{2}}+\frac{\hat{h}}{2} \frac{1}{\left(\hat{\sigma}^{2}\right)^{2}}
\end{aligned}
$$

where $\hat{h}$ is $h$ with MLE's substituted in. By setting these derivatives equal to zero and solving, the MLE's under the unrestricted model given in Eq. 10 are obtained.

(b) Complex model

## Restricted MLE's

Maximizing this likelihood with respect to the parameters is the same as maximizing the logarithm of the likelihood denoted $L L$ with respect to the parameters. This is the same as minimizing the $h$ term in the exponent with the restriction in the form of a Lagrange multiplier added to $h$

$$
\begin{aligned}
\left.\frac{\partial h}{\partial \beta} \right\rvert\,= & 2\left(X^{\prime} X\right) \tilde{\beta}-2\left(X^{\prime} X\right)\left[\tilde{\beta}_{R} \cos \tilde{\theta}+\tilde{\beta}_{I} \sin \tilde{\theta}\right] \\
& +2 C^{\prime} \tilde{\psi} \\
\left.\frac{\partial h}{\partial \theta} \right\rvert\,= & -2 \tilde{\beta}^{\prime}\left(X^{\prime} X\right)\left[(-\sin \tilde{\theta}) \tilde{\beta}_{R}+(\cos \tilde{\theta}) \tilde{\beta}_{I}\right] \\
\left.\frac{\partial h}{\partial \psi} \right\rvert\,= & 2(C \tilde{\beta}-\gamma) \\
\left.\frac{\partial L L}{\partial \sigma^{2}} \right\rvert\,= & -\frac{2 n}{2} \frac{1}{\tilde{\sigma}^{2}}+\frac{\tilde{h}}{2} \frac{1}{\left(\tilde{\sigma}^{2}\right)^{2}}
\end{aligned}
$$

where $\tilde{h}$ is $h$ with MLE's substituted in. By setting these derivatives equal to zero and solving, the MLE's under the restricted model given in Eq. 11 are obtained.

Note that $\hat{\sigma}^{2}=\hat{h} /(2 n)$ and $\tilde{\sigma}^{2}=\tilde{h} /(2 n)$. Then the generalized likelihood ratio is

$$
\begin{equation*}
\lambda=\frac{p\left(y \mid \tilde{\beta}, \tilde{\sigma}^{2}, \tilde{\theta}, X\right)}{p\left(y \mid \hat{\beta}, \hat{\sigma}^{2}, \hat{\theta}, X\right)}=\frac{\left(\tilde{\sigma}^{2}\right)^{-2 n / 2} e^{-2 \tilde{h} n /(2 \tilde{h})}}{\left(\hat{\sigma}^{2}\right)^{-2 n / 2} e^{-2 \hat{h} n /(2 \hat{h})}} \tag{B.2}
\end{equation*}
$$

and Eq. 12 for the GLRT follows.

Fig. 7. Voxels above the 5\% threshold
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