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Abstract: Detrending is a method used when applying linear re- 
gression to determine functional brain activation. It is performed 
to eliminate an overall mean and linear time drift in the signal. 
However, the resulting regression coefficients are not identical to 
those computed using a multiple linear regression method. In this 
study, these two methods are compared in a simulation and in a 
real fMRI bilateral finger tapping experiment. The result is that 
the correct determination of the regression coefficients crucially 
depends upon the chosen reference function. 

Introduction: When fitting the fMRI signal to an idealized ref- 
erence function such as a square wave, the method of detrending 
plus simple linear regression is often used where an estimated 
linear trend is subtracted and the difference fit to the reference 
function. The multiple linear regression alternative (l), (2) takes 
no such step. 

Mathematics: The determination of whether functional activation 
has occurred is based upon the regression coefficients from the fit 
of the BOLD signal to an idealized reference hnction (3), (4). The 
equation to be fit for the multiple regression technique for each 
voxel is 

In Eq. 1, y is a vector containing the observed signal for each of n 
time points. The design matrix X is n by 3. The design matrix has 
columns which consist of an n dimensional column of ones, the 
fnst n counting numbers centered about their mean, and the n 
dimensional reference function vector. The matrix containing the 
first two column vectors is denoted by XI  and the last column 
vector (the reference function) by x2. The vectors g and E are 3x1 
and nxl. They contain the coefficient and error vectors re- 
spectively. The multiple regression method estimates the coeffi- 
cients from Eq. 1 above, giving the estimated coefficient P2,,,, for 
x2, by the equation 

y =xg + E. P I  

pz,m = {-(x~x2)-~x~xI[xl~xI-xI~x2(x2(x~)-~x2(xl]-'xI~+[x~x~- 
x2~xl(xI~xI)-'xI~x*]-~x2(}y. [21 

The coefficient g2,d for the detrend plus simple linear regression 
method is obtained by fnst subtracting the linear trend and 
forming the equation 

where 6 is another n by 1 error vector, so that the estimated coef- 
ficient for the detrend case is 

It is easily seen that these are not identical. 

Simulation: The simulation formulated the design matrix X=(XI,XZ) 
where xI contained a column of ones and a column of the counting 
numbers f?om 1 to 128 centered about their mean of 64.5. The third 
column, x2 was a square wave of period 16 time points. The 
coefficient vector was chosen to be p'=[2,10,3]. Then error was 
randomly generated, using a random normal centered about zero. 
The values for y were found since Xp and E were known and 
detrending followed by simple linear regression and multiple linear 
regression were performed. The detrend method never found the 
true Coefficient for the reference function. However, if no error was 
present, the multiple linear regression method found the exact 
coefficient if it used the same reference h c t i o n  as was used in 
computing y. If there was error, both methods differed from the true 
value of the Coefficient but not systematically. The detrend plus 
simple linear regression method always gave the same result (but 

Y-XI g I,d = x2p2+6 [31 

g2.d = { ( ~ ~ ~ ~ ) ~ 1 ~ ~ ~ ( ~ 2 ( ~ ~ ) ~ 1 ~ ~ ~ ~ ~ ( ~ ~ ~ ~ ~ ) ~ 1 ~ ~ ~ } ~ .  [41 
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