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'AR(p) Rician model

From model (1) to the right, we model the magnitude such that, in
the context of the EM algorithm,

@ complete data: complex data as in (1)
@ observed data: magnitude data

@ ‘missing data: phase data. Note: the phase data is not
really missing, just modeled as such.

The model is AR(p) Rician because

@ In (1), real and imaginary errors g and 7, are independent
AR(p) time series.

@ Marginal distribution of each magnitude observation is Rician,
resulting from independent normality of real and imaginary
components.

Other magnitude AR(p) models assume normality of magnitude ob-
servations, an assumption only valid for high SNR. Rician AR(p)

model is valid for all SNR.

>AR(p) normal model

@ Den Dekker et al (2009) model the magnitude time series as a
normal linear model with AR(p) errors.

@ The AR(p) dependence is incorporated into the likelihood
function and likelihood-based activation statistics include
likelihood ratio test, Wald test, and Rao (score) test, which
avoid the approximations inherent in prewhitening procedures.

@ Disadvantage: Magnitude is modeled with normal
distribution, which is only a good approximation of
magnitude's true distribution (Rice) at high SNR.

*Independent Rician model

@ Because real and imaginary time series and independent and
normally distributed, magnitude data is Rice-distributed.

@ Rician distribution approaches normal distribution at high

SNR.

@ Den Dekker & Sijbers (2005) showed that likelihood ratio
tests (LRTs) based on the Rician distribution has constant
false alarm rate (CFAR) for all SNR; normal LRTs do not
have CFAR property.

@ Also, Rician LRTs show higher detection probability than

normal LRTs at low SNR, same detection probability at high
SNR.

@ Disadvantage: Independent Rician model does not
incorporate AR(p) dependence because AR(p) errors are
predicated upon the normal distribution.

®Independent normal model

This was the first model for computing activation, as in Bandettini
et al (1993).

General Complex Model in Rowe & Logan (2004)

For a single voxel, the complex model is
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@ yr and y; are the real and imaginary time series, respectively.

where

@ X is a design matrix that models the baseline, drift, and HRF.
@ (3 is the corresponding parameter vector.

@ 6 is the phase imperfection, assumed constant.
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nr and 1, are the real and imaginary error vectors,
respectively.

o (ng.1m) ~ N(0,X 2 ®), where ¥ = 0°/,, i.e. real and
imaginary components are independent with same temporal
dependence structure.

Magnitude Models Complex Models

Observed Phase
————————————————————

G —————————————————————
Latent Phase

LAR(p) Rician AR(p) Complex

(proposed) (proposed)

High SNR No AR Prewhitening

>Prewhitened Complex
Rowe & Logan (2004)

3AR(p) Normal “Independent Rician

den Dekker et al (2009) Rowe (2005),
den Dekker & Sijbers (2005)

Prewhitening

Compute No temporal
magnitude dependence

®Prewhitened Normal High SNR
Worsley et al (2002)

No temporal
dependence

Rowe & Logan (2004)

Based on diagram by D. B. Rowe

@ Bandettini, P., Jesmanowicz, A., Wong, E., Hyde, J.S. (1993).
“Processing strategies for time-course data sets in functional MRI of
the human brain.” Magn. Reson. Med. 30 (2), 161-173.

@ Den Dekker, A.J., Poot, D.H.J., Bos, R., Sijbers., J. (2009).
Likelihood-Based Hypothesis Tests for Brain Activation Detection
From MRI Data Disturbed by Colored Noise: A Simulation Study.
|IEEE Trans. Med. Imaging. 28(2): 287-296.

@ Den Dekker, A.J., Sijbers, J. (2005). “Implications of the Rician
distribution for fMRI generalized likelihood ratio tests.” Magnetic
Resonance Imaging 23: 953-9509.

8Independent Normal

Bandettini et al (1993)

@ Rowe, D.B. (2005). Parameter estimation in the magnitude-only
and complex-valued fMRI data models. Neurolmage 25: 1124-1132.

@ Rowe, D.B. & Logan, B.R. (2004). "A complex way to compute
fMRI activation.” Neurolmage 23: 1078-1092.

@ Worsley, K.J. et al (2002). “A general statistical analysis for fMRI
data.” Neurolmage 15: 1-15.

‘Independent Complex

°’AR(p) complex model

@ Uses all observed complex data, not just the magnitude data.

@ In model (1) to the left, g and 7); are independent AR(p)
time series.

@ Through incorporating AR(p) dependence into the likelihood
function, likelihood-based activation statistics are developed,
which do not rely on prewhitening approximations. Note that
den Dekker et al (2009) also make this distinction for
magnitude data (see AR(p) normal model).

@ Magnitude AR(p) models assume normality of magnitude
observations, an assumption only valid for high SNR.

@ Complex AR(p) model is valid for all SNR.

>and6prawhitened Models

Rowe & Logan (2004 ) describe a procedure for prewhitening complex
time series

o In (1), estimate ® with ® based on AR model.

o For factorization & = PP’ multiply real and imaginary
components on both sides by P~ 1.

@ This produces (approximately) independent real and imaginary
error terms, for use in the independent complex model.

Prewhitening is widely used in the magnitude model, as in Worsley
et al (2002).

Disadvantage: Prewhitening (and the resulting assumption of inde-
pendence) is based on an estimate of the true covariance structure.
Models that incorporate dependence directly into the likelihood func-
tion, such as AR(p) complex, AR(p) Rician, and AR(p) normal,
do not rely on such an estimate.

@ SNR (signal-to-noise ratio) is defined as the ratio of baseline
level to noise standard deviation.

@ Lower SNR is a consequence of fMRI studies with increased
resolution.

"Independent complex model

@ In (1), Rowe & Logan (2004) make the assumption that
& = | (possibly after the prewhitening described above)

@ Complex likelihood ratio test (LRT) is compared to LRTs
under independent normal model and independent Rician

model (in Rowe, 2005).

@ Rowe & Logan (2004) demonstrate higher power of complex
LRT at low SNR.
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