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Phase changes in blood oxygenation-level dependent (BOLD)
fMRI have been observed in humans; however, their exact ori-
gin has not yet been fully elucidated. To investigate this issue,
we acquired gradient-echo (GE) BOLD and cerebral blood vol-
ume (CBV)-weighted fMRI data in anesthetized cats during vi-
sual stimulation at 4.7T and 9.4T, before and after injection of a
superparamagnetic contrast agent (monocrystalline iron oxide
nanoparticles, MION), respectively. In BOLD fMRI, large positive
changes in both magnitude and phase were observed predom-
inantly in the cortical surface area, where the large draining
veins reside. In CBV-weighted fMRI, large negative changes in
both magnitude and phase were detected mainly in the middle
cortical area, where the greatest CBV change takes place. Ad-
ditionally, the phase change was temporally correlated with the
magnitude response and was linearly dependent on the echo
time (TE), which cannot be explained by the intravascular (IV)
contribution and functional temperature change. Phase
changes with the opposite polarity were also observed in the
regions around the dominant phase changes. These phase
changes can be explained by the application of the “Lorentz
sphere” theory in the presence of relevant activation-induced
changes in vessels. The volume-averaged magnetization and
its demagnetization are the main sources of fMRI signal phase
change. Magn Reson Med 57:520–527, 2007. © 2007 Wiley-
Liss, Inc.
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Functional magnetic resonance imaging (fMRI) based on
blood oxygenation level-dependent (BOLD) (1–3) signal
has become a routine tool for studying the brain, particu-
larly in human subjects. As an alternative to BOLD, cere-
bral blood volume (CBV)-weighted fMRI can be performed
with the use of superparamagnetic exogenous intravascu-
lar (IV) contrast agents, such as monocrystalline iron oxide
nanoparticles (MION), in animal models (4–7). The phys-
ical source of both the BOLD and the CBV-weighted fMRI
signals is the change in field inhomogeneity generated by
the magnetic susceptibility effect in blood due to paramag-
netic deoxyhemoglobin or exogenous contrast agents (1).
During brain activation, changes in deoxyhemoglobin and

blood volume modulate the field inhomogeneity inside
and outside blood vessels and thus the spins’ coherence,
which in turn alters the magnitude of the MRI signal.

The susceptibility effects of blood vessels can be approx-
imately modeled as infinite cylinders (8,9). The resonance
frequency of a water proton is shifted from the Larmor
frequency due to the susceptibility difference between
blood and tissue water. For extravascular (EV) water, the
magnetic field change (�B) is a sum of magnetic field
changes induced by all blood vessels that exhibit magnetic
perturbations, and can be written as:

�B � �
Blood vessels

2� � �� � B0 � �R
r �

2

sin2 � � cos�2�� [1]

where �� is the susceptibility difference between IV blood
and surrounding tissue, R is the vessel radius, r is the
distance between the point of interest and the center of the
vessel in the plane through the point of interest and per-
pendicular to the vessel, � is the angle between the main
magnetic field B0 and the vessel orientation, and � is the
angle between position vector r in this plane and the
projection of B0 in the plane. When the frequency shift
induced by �B is integrated around vessels (i.e., � ranges
from 0° to 360°), the average frequency shift for all the
protons in an imaging voxel is essentially zero (8,9). There-
fore, a phase change in EV tissue is not expected to occur
during brain activation (8,9). However, phase changes
(10–12) and frequency shifts of the functional MR signals
(13) have been repeatedly reported. Such changes are com-
monly attributed to the frequency shift of the IV signal (12)
or to the tissue water’s frequency shift caused by local
brain temperature change (13).

To further investigate the sources of stimulation-in-
duced phase changes, we performed BOLD and CBV-
weighted fMRI studies in the cat visual cortex at both 4.7T
and 9.4T using gradient-echo (GE) echo-planar imaging
(EPI). Since the cortical depth-dependent anatomical
structure, spatial specificity of the hemodynamic re-
sponse, and neural activation of this model are well
known from previous studies (14–17), we chose a slice
perpendicular to the cortical surface to examine the spatial
and temporal relations between the magnitude and phase
changes of the fMRI signal. Different echo times (TEs) were
also used to ascertain the TE dependence of the magnitude
and phase changes. If the IV source is dominant, the phase
change is not expected to be linearly dependent on TE and
should be minimal in CBV data after the injection of con-
trast agent, due to the short T2 of blood. If the tissue
temperature change is dominant, the phase change is ex-
pected to be similar in both BOLD and CBV data.

To provide an alternative explanation of the observed
phase change, we adapted the “Lorentz sphere” concept to
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model the magnetic field distribution in the tissue consist-
ing of EV water and magnetically susceptible IV blood.
This concept was originally introduced to estimate the
local magnetic field at the nucleus of interest (18–21), and
has been applied to calculate the magnetic field distribu-
tion in heterogeneous blood (22) or the hyperpolarized
129Xe frequency shift in blood (23). With the use of the
Lorentz sphere, contributions to the frequency shift of the
EV water do not cancel, mostly because of the magnetic
field contribution from the volume-averaged magnetiza-
tion in the activated area, and an fMRI phase change
should be detected during the brain activation. The exper-
imental results support the prediction given by the vol-
ume-averaged magnetization change due to the Lorentz
sphere effect (18–21).

THEORY

A two-component model can be used to analyze the local
magnetic field experienced by a proton (1). In this model,
the magnetized blood vessels are embedded into surround-
ing EV tissue. In each voxel the volume-averaged magnetic
susceptibility � can be calculated from local volume mag-
netic susceptibilities of the EV tissue �t and the IV blood �b

as

� � f�b � �1 � f��t [2]

where f is the relative blood volume fraction. In an exter-
nal magnetic field B0, the volume-averaged magnetization
for a voxel at position r is given by

M�r� � �(r) �
B0

�0
[3]

where �0 is the magnetic permeability of the vacuum.
Consider a volume of activation (VOA) that exhibits the

blood susceptibility and/or the blood volume change dur-
ing activation. A fictitious Lorentz sphere can be drawn
around a position r within the VOA (Fig. 1). The size of the
sphere is sufficiently large relative to the size of the vessel
segments, such that field contributions from vessel seg-

ments outside the sphere to the position r within the
sphere can be approximately modeled as magnetic dipoles
(18,21). It is assumed that M(r) is macroscopically contin-
uous (18). Based on the law of superposition, the magnetic
field at r, B(r), can be written as the sum of three compo-
nents: 1) the main magnetic field B0, 2) the field due to the
vessels within the sphere Bb(r), and 3) the field induced
from the tissues (including vessels) within the VOA but
outside the sphere, which includes the field from the mag-

netization distribution on the sphere surface (
�0

3
M�r�) and

self-demagnetization field �Bd�r��, which is from the re-
maining volume and the surface of the VOA (18,21,22,24).
Thus, B(r) can be written as

B�r� � B0(r)	 �
Blood vessels

Bb(r)	
�0

3
M(r)	Bd(r) [4]

where Bd(r) depends on the geometry and magnetization
distribution within the VOA (19).

In our BOLD and CBV experiments, the blood suscepti-
bility is changed by a stimulation-induced decrease in
paramagnetic deoxyhemoglobin concentration and the
change of the volume of high susceptibility blood due to
vessel dilation, respectively. The magnetic field change is

�B(r)
�Bd(r)	
�0

3
�M(r)	 �

Blood vessels

�Bb(r) [5]

where �Bb(r) is the local magnetic field change from the
blood vessels, �Bd(r) is the demagnetization field change
caused by the susceptibility change on the surface of the
VOA and magnetization distribution change within the
VOA, and �M(r) is the volume-averaged magnetization
change at r given by

�M(r)
��(r) �
B0

�0


 {f(r) � ��b(r)	�f�r� � (�b(r)��t(r))} �
B0

�0
, [6]

FIG. 1. Diagram for a general magnetic field quantitation of tissue. The VOA with the volume-averaged susceptibility distribution � is
surrounded by the other tissue with the volume-averaged susceptibility distribution �out. Main field B0 is applied and the demagnetizing field
Bd is induced due to the magnetization of the surrounding tissue inside the VOA. The virtual sphere (Lorentz sphere) is drawn around the
site r. The enlarged Lorentz sphere is shown on the right side. The blood vessels with high-susceptibility blood are randomly distributed
within the sphere. The magnetic field at the site r is the sum of the B0, Bd, Lorentz sphere effect and the magnetic field generated by the
blood vessels as described by Eq. [4].
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where ��b is the blood susceptibility change, and �f is the
blood volume change during brain activation. Inserting
Eq. [6] into Eq. [5], the phase change at r, �p(r) can be
derived as

�p(r)
�2� � ��TE

� � �
Blood vessels

�Bb�r� � �Bd�r� �
1
3

� B0

� 
f�r� � ��b�r)	�f(r� � ��b�r� � �t�r����, [7]

Note that from Eq. [7], the phase change is linearly depen-
dent on the TE.

In Eq. [7] the phase change contains three terms. The
first term is caused by the field changes from local blood
vessels, i.e., the local effect (21,25). The second is the
magnetic field change caused by the demagnetization ef-
fect, which depends on the geometry and magnitude of
susceptibility changes in the VOA. The third arises from
the volume-averaged magnetization change. The latter two
amount to the bulk magnetic susceptibility (BMS) shift,
which originates from distant vessels outside the sphere.

In tissue, the net phase change, which is caused by local
fields from all blood vessels within the sphere (i.e.,
�Blood vessels�Bb(r)), is close to zero because of the randomly
distributed microvessels (8,9). However, in the cortical
surface, where large draining veins reside, the net phase
change induced by local vessels is not expected to cancel
out completely. If this contribution from the local field is
predominant, then positive and negative phase changes
can be observed in the cortical surface depending on the
vessels’ orientation and position.

With this model and a simple anatomical structure of cat
visual cortex, a qualitative prediction can be made for the
field change (and the phase change). The sign of the phase
change depends not only on the volume-averaged magne-
tization change, but also on the contribution from the
demagnetization effect. Roughly, the size of the visual
cortex is larger in the posterior–anterior direction, which
is roughly parallel to B0, than in the medial–lateral direc-
tion in each hemisphere. The field change of an object with
its long axis parallel to B0 is dominated by the volume-
averaged magnetization change (23). Hence the field
change within the visual cortex should be consistent with
the corresponding susceptibility change.

In BOLD fMRI, since the venous CBV change (i.e.,
�f�r)) is relatively small, the volume-averaged mag-
netization decrease is dominated by a venous deoxy-
genation decrease (i.e., f�r) � ��b(r)). Thus, a positive
phase change should be detected in the cortical sur-
face, where the venous blood volume, f�r�, is highest
(17). In the CBV-weighted fMRI data with the exoge-
nous susceptibility agent, the susceptibility differ-
ence between blood and tissue ��b�r� � �r�r�� is large,
and the term �f�r� � ��b�r� � �t�r�� induced by total
CBV change ��f�r�� is much larger than f�r� � ��b�r�, the
term induced by venous deoxyhemoglobin change.
Hence a negative phase change is expected to be domi-
nant in the middle of the cortex, where the greatest CBV

increase occurs during activation (17). In the areas sur-
rounding them (the cortical surface for BOLD fMRI and
the middle cortex for CBV-weighted fMRI), a reversed
change is expected due to the demagnetization effect
(which can be intuitively understood as a redistribu-
tion of magnetic flux).

MATERIALS AND METHODS

Animal Preparation

Eighteen female adolescent cats (0.76–1.56 kg, 10–16
weeks old) were examined in this study. Nine cats were
studied at 4.7T (four for the CBV study, one for the con-
secutive BOLD and CBV studies, and another four for the
BOLD study only). A total of nine cats were examined at
9.4T (four for CBV study only, two for the consecutive
BOLD and CBV studies, and another three for the BOLD
study only) were used with the approval of the Institu-
tional Animal Care and Use Committee of the University of
Minnesota. The animals were anesthetized with a ket-
amine (10–25 mg/kg) and xylazine (2.5 mg/kg) cocktail
(i.m.). The animals were orally intubated and mechani-
cally ventilated using a pressure-driven Kent ventilator
(�29–30 strokes/min) under isoflurane anesthesia
(1–1.3% v/v) in a 70:30 N2O:O2 mixture. The femoral vein
and artery were catheterized for fluid supplementation,
injection of MION, and blood pressure measurements, re-
spectively. Pancuronium bromide (Elkins-Sinn, Cherry
Hill, NJ, USA) mixed in 5% dextrose Ringer’s solution was
delivered at 0.4 mg/kg/hr via an infusion pump (product
no. 55-3333; Harvard Apparatus, MA, USA). During the
experiments we continuously recorded arterial blood pres-
sure and end-tidal CO2 (MP150; Biopac Systems Inc., CA,
USA). For all studies the mean blood pressure was 80–
105 mmHg. We maintained the end-tidal CO2 (Capnomac
Ultima; Datex Omeda, Finland) in the range of 3.0–3.8%
by adjusting the volume of the respirator (RSP-1002; Kent
Scientific, CT, USA). The rectal temperature was main-
tained at 38.5°C � 0.5°C with a feedback hot water circu-
lator (models 13-873-206A (Fisher Scientific, Pittsburgh,
PA, USA) and U-89000-00 (Cole Parmer, Vernon Hills, IL,
USA)). The animals were placed in a cradle and restrained
in a postural position by means of a head-holder consisting
of ear bars and a bite bar.

For the CBV studies, a bolus of dextran-coated MION
(obtained from Ralph Weissleder’s laboratory at Massa-
chusetts General Hospital) was injected intravenously
with �1.5 ml/kg 10% dextran solution. A dose of
7.5 mg/kg was used for the 4.7T study, and a dose of
10 mg/kg was used for the 9.4T study (26).

Experiments and Analyses

MR measurements were performed on either a 9.4T/31 cm
(Magnex Scientific, UK) or a 4.7T/40 cm horizontal magnet
(Oxford, Oxfordshire, UK). The 9.4T system was equipped
with an actively shielded 11-cm-diameter gradient insert,
operating at a gradient strength of 18 G/cm and a rise time
of 300 �s (Magnex Scientific, Oxford, UK). The 4.7T sys-
tem was equipped with an in-house-built gradient insert,
operating at a gradient strength of 12 G/cm and a rise time
of 300 �s. Both MR scanners were driven by identical
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Unity INOVA consoles (Varian, Palo Alto, CA, USA). Two
1.6-cm-diameter surface coils provided radiofrequency
(RF) transmission and reception at both magnets. Multi-
slice anatomic images were acquired to identify anatomi-
cal structures in the brain, and the visual cortex was then
positioned in the isocenter of the magnetic field. Magnetic
field homogeneity was optimized by manual volume-lo-
calized shimming over a �5 � 5 � 5 mm3 volume of the
visual cortex, yielding a water spectral line width of 13–
28 Hz.

From multislice GE BOLD scout fMRI and T1-weighted
anatomical images, a 2-mm-thick coronal slice orthogonal
to the surface of the visual cortex was chosen roughly in
the center of the visual cortex (posterior–anterior direc-
tion) for fMRI studies. T1-weighted anatomic echo-planar
images were obtained with inversion recovery spin-echo
EPI to identify the surface of the cortex and the boundary
between the gray and white matter. For functional studies,
single-shot GE-EPI with an FOV of 2 � 2 cm2, a matrix size
of 64 � 64 (in-plane resolution of 0.3 � 0.3 mm2), and a TR
of 0.5 s was used. The RF flip angle was adjusted to
maximize the signal in the visual cortical area. The GE
time was 25 ms for BOLD at 4.7T; 10, 15, 20, and 25 ms for
TE-dependent BOLD at 9.4T; 15 and 25 ms for CBV-
weighted fMRI at 4.7T; and 10 and 15 ms for CBV-
weighted fMRI at 9.4T. Different TE values were inter-
leaved in the same trial. A typical stimulation paradigm
was to acquire 60 control, 20 stimulation, and 80 control
images. A binocular visual stimulus consisting of moving
black and white bar gratings (�2 cycles/s and 0.2 cycles/
degree) (27) was applied, while stationary gratings were
presented in the control periods. Approximately 15 GE
BOLD and CBV data sets were obtained.

Magnitude and phase images were obtained from the 2D
Fourier transformation of the raw k-space data. The phase
time series was unwrapped on a pixel-by-pixel basis if
necessary. The magnitude and phase signals from all fMRI
runs under the same conditions were averaged to improve
the sensitivity. We obtained functional magnitude and
phase maps using the cross-correlation method by com-
paring time courses with a boxcar function (28). A corre-
lation coefficient (CC) of 0.3 and a minimal cluster size of
four pixels were used as thresholds, and yielded the effec-
tive P-value � 1 � 10–3 (29). The magnitude and phase
change maps were calculated for the activated pixels and

overlaid on the original echo-planar images. For quantita-
tive analysis, the time courses of active pixels in the phase
map were averaged. Based on the averaged time course,
the phase and magnitude changes were calculated. Images
obtained during the prestimulus control period were taken
as the baseline condition because the poststimulus fMRI
signal did not return to a prestimulus signal level
promptly. Similarly, images acquired within 6 s after the
onset of visual stimulation were not used in the quantifi-
cation of changes due to the slow hemodynamic response.

RESULTS

Magnitude and Phase Responses in BOLD fMRI

Figure 2 shows the magnitude (Fig. 2a) and phase-change
(Fig. 2b) maps of BOLD fMRI with TE of 25 ms at 4.7T. The
highest magnitude increase (yellow pixels in Fig. 2a) was
observed near the cortical surface (indicated by the green
contours), which is consistent with previous BOLD obser-
vations (16,30). In addition, a positive phase change was
detected at the cortical surface (red and yellow pixels),
where the highest magnitude change was observed. This
observation is consistent with previous reports (12,31). In
surrounding areas including the scalp (indicated by ar-
rows) and white matter (indicated by black contours), a
negative phase change was detected (blue and violet pix-
els).

To obtain time courses, a region of interest (ROI) based
on pixels with significant positive phase changes was se-
lected. Figure 2c illustrates magnitude and phase time
courses of the ROI. The temporal evolution of the phase
change is similar to that of the magnitude change, suggest-
ing that both changes originate from the identical source,
which is the deoxyhemoglobin-induced susceptibility
change. The spatial and temporal patterns of both magni-
tude and phase changes of BOLD at 9.4T (data not shown)
are similar to those obtained at 4.7T (Fig. 2).

To further characterize the phase response to neural
activity, we collected data with four different TEs (inter-
leaved in the same trial) at 9.4T. The activation maps of
both magnitude and phase are similar to those of Fig. 2
(data not shown), irrespective of TE. TE-dependent mag-
nitude and phase changes were obtained from the active
ROI (pixels with significant positive phase changes) deter-

FIG. 2. Phase and magnitude responses in a BOLD study at 4.7T. BOLD magnitude (a) and phase-change (b) maps of one representative
animal are overlaid on the echo-planar images. Green contours delineate the cortical surface, and black contours delineate white matter
boundaries. These contours are drawn from the T1-weighted anatomical image. L: lateral, D: dorsal. Cyan arrows point to the scalp. The
units of the color bars are the relative signal change for the magnitude, and the radians for the phase. c: Averaged phase and magnitude
time courses from the positive response pixels of a phase activation map (b) over five animals (mean � SEM, N 
 5). The y-axis is the
percentage signal change for the magnitude, and the radians for the phase. The black rectangular bar indicates the 10-s stimulus duration.
For clarity, only one side of the error bars (SEM) is shown.
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mined from the phase map with TE 
 20 ms (Fig. 3). The
linear fitting of magnitude changes results in a linear de-
pendence on TE with an intercept of 0.86% � 0.48%
(mean � SD, N 
 5), which is significantly larger than zero
(P � 0.05) and can be contributed to inflow effects of BOLD
fMRI (32). The linear fitting of phase changes also results
in a linear dependence on TE with an intercept of
–0.0047 � 0.0073 radians, which is not significantly dif-
ferent from zero (P � 0.05). The zero-intercept of phase
changes indicates that inflowing arterial blood does not
induce phase changes.

Magnitude and Phase Responses in CBV-Weighted fMRI

CBV data were collected with two different TEs (inter-
leaved in the same trial) at both 4.7T and 9.4T. Figure 4
shows the results with TE of 15 ms at 4.7T of the same
animal used in Fig. 2. MRI signal decreases during stimu-
lation as CBV increases. The dominant negative magnitude
changes (violet pixels) (Fig. 4a) follow the middle of the
visual cortex. A negative phase change during the activa-
tion was observed (Fig. 4b) following the middle of the
cortex (violet pixels). In addition, a positive phase change
(red and yellow pixels) was detected in the surrounding

regions including the scalp. The magnitude and phase
activation maps at the two TEs are very similar (data not
shown).

In the ROI defined by the negative phase change at TE of
15 ms, the average time courses of the magnitude and
phase responses were generated (Fig. 4c). In agreement
with the BOLD fMRI observations, the temporal character-
istics of phase and magnitude in the CBV data are ex-
tremely similar. This indicates that both magnitude and
phase responses arise from the same origin: an increased
CBV-induced susceptibility effect during brain activation.
The spatial and temporal patterns of both magnitude and
phase changes of the CBV data at 9.4T (not shown) are
similar to those obtained at 4.7T (Fig. 4).

Based on the time courses, a quantitative analysis of the
TE-dependent magnitude and phase changes was con-
ducted (Fig. 5). Since the IV signal is negligible in CBV-
weighted fMRI due to the short T2 of arterial blood after
MION injection, the intercept in the magnitude change is
expected to be close to zero. At 9.4T (Fig. 5a), in the pixels
with negative phase change at TE of 10 ms, both the
magnitude and phase changes are linearly dependent on
TE. At 4.7T (Fig. 5b), in the pixels with negative change
defined by the phase activation map with TE of 15 ms,
both the magnitude and phase changes are also linearly
dependent on TE.

DISCUSSION

In both the BOLD and CBV-weighted fMRI experiments,
our results show similar temporal behavior for the magni-
tude and phase changes during activation. This indicates
that the common source of magnitude and phase changes
is the change of susceptibility caused by the hemodynamic
response to neuronal activation. In BOLD fMRI, a positive
phase change was detected in the cortical surface and
midline, while a negative change was detected in the sur-
rounding brain parenchyma and scalp (see Fig. 2b). In the
CBV data, a negative change was detected in the middle
cortical region, while a positive change was detected in the
midline as well as the surrounding parenchyma and scalp
(see Fig. 4b). Since the BOLD and CBV data differ in terms
of the spatial dependence of the signal-to-noise (SNR),
their phase maps may differ due to spatial variation in the

FIG. 3. TE dependence of phase and magnitude responses in a
BOLD study at 9.4T. Percentage changes of magnitude (circles),
and phase changes in radians (square) are linearly fitted against
TEs. The average data (mean � SEM, N 
 5) are shown. For clarity,
only one side of the error bars (SEM) is shown. The magnitude
change is �S/S 
 0.87 � TE(s) 	 0.0086 (N 
 5, R2 
 0.99). The
phase change is �p 
 1.86 � TE(s) – 0.0047 (N 
 5, R2 
 0.98).

FIG. 4. Phase and magnitude responses in CBV-weighted fMRI at 4.7T. The same animal shown in Fig. 2 was used here. The relative signal
change map of the magnitude (a) and phase-change (b) maps with a TE of 15 ms are overlaid on the echo-planar images. Green contours
delineate the cortical surface, and black contours delineate white matter boundaries. These contours are drawn from the T1-weighted
anatomical image. The units of the color bars are the relative signal change for the magnitude, and the radians for the phase. L: lateral, D:
dorsal. Cyan arrows point to the scalp. c: Averaged phase and magnitude time courses from the negative response pixels of the phase
activation map (b) over five animals (mean � SEM, N 
 5). The unit of the y-axis is the percentage signal change for the magnitude, and
the radians for the phase. For clarity, only one side of the error bars (SEM) is shown. M: magnitude; P: phase; the numbers in parentheses
are the TE in units of milliseconds. The black rectangular bar indicates the 20-s stimulus duration.
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SNR. To eliminate the SNR effect, the phase maps were
redisplayed with a low statistical threshold of CC 
 0.1
without clustering (P � 0.2) in Fig. 6. Similarly to Figs. 2b
and 4b, in the BOLD data a positive phase change domi-
nates in the cortical surface and is surrounded by a nega-
tive phase change, while in the CBV data a negative phase
change dominates in the middle cortical area and is sur-
rounded by a positive phase change.

Temperature Change as a Possible Source of the Phase
Change

The local brain temperature change, which is caused by
alterations in cerebral metabolic rate of oxygen consump-
tion (CMRO2) and cerebral blood flow (CBF) (33,34), can
lead to a change in the brain water proton resonance fre-
quency (13,35) and hence an fMRI phase change. Also,
oxygen molecules in tissue are paramagnetic, and their
density may also change during brain activation, leading
to a phase change in fMRI signal. These two factors should
lead to the same phase changes in both BOLD and CBV-
weighted fMRI signals. This notion is inconsistent with
our data, which indicates that these two factors are not the
dominant source of the detected phase changes in our
studies. Furthermore, the temporal characteristics of our
detected phase changes are not consistent with those

caused by the local temperature change detected by a
thermocouple probe (33). Theoretically, during neural ac-
tivation, a local increase in CMRO2 generates heat, and a
local elevation of CBF may supply and remove heat based
on the temperature difference between incoming blood
and local tissue. Hence the local temperature can increase
or decrease depending on the ratio of the CMRO2 change
vs. the CBF change (36). Gorbach et al. (34) measured
temperature in the human cerebral cortex using an infra-
red camera during surgery (under a large (�6°C) tempera-
ture difference between arterial blood (37°C) and the cor-
tex (31°C)), and reported that median nerve stimulation,
hand movements, finger tapping, and speech production
induced temperature increases of 0.04–0.08°C in relevant
areas. Using a thermocouple probe to directly measure the
local temperature in the somatosensory cortex of rats,
Trubel et al. (33) found an increase of �0.08°C during
two-min-long electric forepaw stimulation. Since temper-
ature varies as a consequence of the time integral of CBF
and CMRO2 changes (see Eqs. [1a], [1b], and [2] in Ref. 33),
the temporal change is expected to be much slower than
the hemodynamic response (33). As predicted, the temper-
ature change was found to have a time-to-peak of �42 s
and a time-to-baseline of �2 min in the rat somatosensory
cortex (see Figs. 2d and 4d in Ref. 33). In the present study

FIG. 5. TE-dependent phase and magnitude responses in CBV-weighted fMRI at 9.4T and 4.7T. Percentage changes of magnitude (circles)
and phase changes in radians (square) are linearly fitted against the TEs. a: Average data from 9.4T (mean � SEM, N 
 6). b: Average data
from 4.7T (mean � SEM, N 
 5). a: At 9.4T the magnitude change is �S/S 
 –2.60 � TE(s), (N 
 6, R2 
 0.996), and the phase change
is �p 
 –1.8� TE(s), (N 
 6, R2 
 0.925). b: At 4.7T the magnitude change is �S/S 
 –2.55 � TE(s) (N 
 5, R2 
 0.997), and the phase
change is �p 
 –1.6 � TE(s), (N 
 5, R2 
 0.868). For clarity, only one side of the error bars is shown.

FIG. 6. Phase maps of BOLD and CBV-weighted fMRI with a low statistical threshold. Statistical CC maps with a low threshold (CC 
 0.1,
no clustering applied, P � 0.2) of BOLD (a) and CBV-weighted fMRI (b). The data are from the animal shown in Figs. 2 and 4. a: In the BOLD
study the most significant stimulation-induced positive phase change appears in the cortical surface and is surrounded by the negative
phase change. b: In the CBV-weighted fMRI study the most significant stimulation-induced negative phase change appears in the middle
cortical layer and is surrounded by the positive phase change. D: dorsal, L: lateral. Cyan arrows point to the scalp. The green contours that
outline the cortical surface, and the black contours that delineate the white matter were obtained from the T1-weighted anatomical image
and then superimposed on a and b.
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the temporal characteristics of phase changes were similar
to those of the magnitude changes, with the phase changes
reaching their peaks within 10 s and returning to baseline
in 20 s for both BOLD and CBV data (see Fig. 2c and Fig
4c). In a separate long-stimulation study (3 min) in one
animal by CBV-weighted fMRI (data not shown), the tem-
poral characteristics of phase changes remained similar to
those of the data presented here, and the spatial patterns
were similar to those shown in Fig. 6b. Therefore, the
phase changes detected in this study were not dominated
by the local temperature change.

IV Signal as a Possible Source of the Phase Change

The IV signal (12) is also a possible source of the phase
change in the fMRI signal. The MRI signal is the vector
sum of the EV signal with no phase shift (see Eq. [1]) and
IV signal with the phase shift induced by the blood sus-
ceptibility effect during brain activation. For CBV-
weighted fMRI, since the blood T2* is very short after the
injection of MION (�1 ms), the IV signal is negligible at
TE 
 10 ms, and thus a phase change induced by IV signal
cannot be detected. For BOLD fMRI, if the IV signal is the
source of the phase change, the magnitude of the phase
change can be estimated (12). At 9.4T the T2 of venous
blood is 4.9 ms at an oxygenation level of 0.6 and 6.4 ms at
an oxygenation level of 0.7 (30), and blood T2* is even
shorter. Thus, the IV signal is 0.06–0.2% of the maximum
signal intensity in a spin-echo image at a TE of 25 ms, and
even less in a GE image at a TE of 25 ms. Thus, it is
expected that no significant phase change can be induced
by the IV signal. Our measured phase change of 0.04 radi-
ans in a GE image at a TE of 25 ms indicates that the IV
signal is not the dominant source of the phase change in
the BOLD data. In addition, if the IV signal is the source of
the phase change, the relationship between the detected
phase change and TE is not expected to be linear over a
wide range of TE values (i.e., 10–25 ms) at 9.4T. A previ-
ous 7T simulation study (37) showed that the phase
change increases until a maximum at TE 
 12 ms, and
then decreases with TE and turns negative for large TEs.
The linear dependence on TE of the BOLD phase change in
the range of 10–25 ms at 9.4T provides further evidence
that the IV signal contribution is not the major source of
the BOLD phase change.

Physical Source of the Phase Change: Lorentz Sphere
Effect

Based on the spatial and temporal characteristics of the
phase changes and their TE dependence, the phase
changes of BOLD and CBV-weighted fMRI can be ex-
plained by changes in volume-averaged magnetization and
the demagnetization effect during activation, which is con-
sistent with the theoretical consideration described in the
Theory section. In BOLD, the deoxyhemoglobin concen-
tration in venous blood decreases during activation, caus-
ing a decrease in the volume-averaged magnetization.
Even though the exact VOA can not be obtained from 2D
single-slice data, the VOA is likely to be the entire visual
cortical area because all of the primary visual cortex
should respond to the binocular, full-field visual stimula-

tion used in our study. In one hemisphere, since the size of
the visual cortex is larger in the posterior–anterior direc-
tion (which is roughly parallel to B0) than in the medial–
lateral direction (see Fig. 2 in Ref. 38), the field change of
an object with its long axis parallel to B0 is dominated by
a volume-averaged magnetization change (23). The reduc-
tion in volume-averaged magnetization due to the BOLD
effect decreases the magnetic field. Based on the relation
between the measured phase change and the magnetic
field change by the GE sequence (39), the decrease of the
magnetic field leads to a positive phase change (such a
relation was experimentally confirmed in our experiment;
data not shown). Therefore, the decreased magnetic field
of BOLD effect leads to a positive phase change that resides
predominantly in the large draining vein area, where the
venous blood volume f is high. In addition to the positive
phase change, a negative change due to the demagnetiza-
tion effect was detected in the surrounding areas.

In CBV-weighted fMRI, the volume of high susceptibil-
ity blood increases during stimulation, which leads to an
increase in the volume-averaged magnetization. Hence,
the increased volume-averaged magnetization leads to a
negative phase change primarily in the middle cortical
area, where the blood volume increase, �f, is the highest.
In addition to the negative phase change, a positive phase
change due to the demagnetization effect was detected in
the surrounding areas. By combining the BOLD and CBV
phase data, we can conclude that the measured phase
change of fMRI signals is likely due to the volume-aver-
aged magnetization change and its demagnetization effect
in the Lorentz sphere model.

In the cortex, where microvessels (�10 �m in diameter)
dominate (40), the local term corresponding the summa-
tion of vessels in the Lorentz sphere model can be assumed
to vanish due to the random orientation of numerous ves-
sels within the sphere. This assumption is valid in the
middle cortical area. However, in the cortical surface,
where larger vessels dominate, the local term does not
necessarily vanish. Nonetheless, a consistent positive
phase change in the cortical surface indicates that the local
term is smaller than the volume-averaged magnetization
and demagnetization effects. The validity of the Lorentz
sphere model in the cortical surface also depends on the
validity of the assumption of the continuous volume-aver-
aged magnetization distribution within the VOA. A viola-
tion of this assumption may slightly alter the volume-
averaged magnetization and demagnetization effects, but
should not change the semiqualitative picture presented
above.

CONCLUSIONS
Phase changes of fMRI signal were detected in both BOLD
and CBV-weighted fMRI obtained with the use of a GE-EPI
sequence. The phase changes cannot be explained by the
IV contribution and tissue temperature changes. The phase
changes we observed during brain activation can be ex-
plained by the volume-averaged magnetization change due
to the Lorentz sphere effect.
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