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Biostatistical Methods

Hypothesis Testing

We make decisions every day in our lives.

Should | believe A or should | believe B (not A)?

Two Competing Hypotheses. A and B.

Null Hypothesis (Hy): No difference, no association, or no effect.
Alternative Hypothesis (H,): Investigators belief.

The Alternative Hypothesis is always set up to be what you want to

build up evidence to prove.
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7.1 Introduction to Hypothesis Testing

The hypothesis testing process consists of 5 Steps.

Step 1: Set up the hypotheses and determine the level of significance.
Step 2: Select the appropriate test statistic.

Step 3: Set-up the decision rule.

Step 4: Compute the test statistic.

Step 5: Conclusion.
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Biostatistical Methods
7.5 Tests with Two Independent Samples, Continuous Outcome

We often have two populations that we are studying.

We may be interested in knowing if the mean u, of population 1
Is different (while accounting for random statistical variation)
from the mean u, of population 2.

When we have independent random sample from each population
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Biostatistical Methods
7.5 Tests with Two Independent Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 1: Set up the hypotheses and determine the level of significance a.
There are three possible pairs.

Ho: =1, vs. Hy: u,>u, (prove greater than)
< reject for “large” X, — X, or z’s

Ho: 1=, vSs. Hyt wy<u, (prove less than)
> reject for “small” X, — X, or z’s

Ho: 1=, vS. Hy: wy#u, (prove not equal to)
reject for “large” or “small” X, — X,

orzs 1. . DT
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Biostatistical Methods
7.5 Tests with Two Independent Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 2: Select the appropriate test statistic. < :12x _
The test statistic is a single (decision) number. o
nlarge . nsmall _ 2 2
,_(X,=X,)-0 (X, =X,)-0 . _ \/(nl—l)(sl) +(n, ~1)(s,)
= = P
1 1 1 1 n+n,—2
Sp + Sp + df=n,+n,-2
nl n2 nl n2

Use the test statistic that depends on data and null hypothesis with a critical
value z, (or t, 4) that depends on significance level a to make decision.

a= q or o/2

We will test hypotheses on various parameters with various test statistics.
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7.5 Tests with Two Independent Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 3. Set-up the decision rule.
o in=pp V8- Hitiu>py— Holpa =y VS Hitpsiy ol =, V8. Hy sy

rejection| . rejectlon | Irejection rejectlon
. region | ..| region : .s| region : . region |
a level | 0_1-5, a level _lal2 level L al2 levell

/(o 05) | o.l (0.05)\

| o (0.025)\ /(0.025)_

4 1 20('2 3 2 4 5 > _‘Za > o 1 > 3 2 %2 5 %a/z > o 1 205}22
(1.645) (-1.645) (-1.960) (1.960)

Reject H, If z>z_ (or tzta,df) Reject H, If z<z_ (or tsta,df) Reject Hy z<z ,, or z>z_,,
(Or 1<t 5 4 OF 121 5 1)
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7.5 Tests with Two Independent Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 4. Compute the test statistic.

Use sample data n, from population 1 and n, from population 2

to compute z (or t).

Compare test statistic z (or t) to critical value(s) z,, (or t,, 4) with rule.

Step 5: Conclusion.

Make a decision, reject H, or not to reject H,. = & _;(2)10
Interpret the results. Sp\/ +
nl r]2
df=n,;+n,-2
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/.5 Tests with Two Independent Samples, Continuous s e e

195.9

New d 15 5.5 28.7
OUtCO me L 15 297 4 0.3

Flacebao

Example: Is the mean cholesterol of new drug < mean of placebo?

Step 1: Null and Alternative Hypotheses.  reiection” -
Ho: iy 2 o VS. Hyl g <y - region
Step 2: Test Statistic. ol |
(o (X =X,) ten s ) (0.05)\
Sp/1/n +1/n, — o \
Step 3: Decision Rule. 0=0.05 , df=15+15-2=28 N i
(-1.701)

Reject Hy if t <-1.701.
Step 4. Compute test statistic. X, ==X =12
t =(195.9—227.4)/(29.5v1/15+1/15) = —2.92
Step 5: Conclusion

Because -2.92 <-1.701, reject and conclude mean of drug less than placebo.

(15-1)(28.7)% + (15—-1)(30.3)?
15+15—-2

S, = =295
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7.6 Tests with Matched Samples, Continuous Outcome

We often encounter two samples where there are matched pairs.
This Is often the case for before vs. after, twins, couples, etc.
We subtract x, from sample 1 and x, from sample 2 for each par.

The differences are labeled generically d=x,-x, and so the sample of
differences is d,,....d.. X,

Once we have these differences we treat them exactly the same as
we did in Section 7.2 Tests with One Sample, Continuous Outcome.
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7.6 Tests with Matched Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 1: Set up the hypotheses and determine the level of significance a.
There are three possible pairs.

Ho: 14=0 vs. Hy: 1y >0 (prove greater than)
< reject for “large” X , or z’s

Ho: 1y =0 vs. Hy: 1y <0 (prove less than)
> reject for “small” X, or z's

Ho: 1q4=0 vs. H;: 1y #0 (prove not equal to)

reject for “large” or “small” X
Or z'S
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7.6 Tests with Matched Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 2: Select the appropriate test statistic. X :12d
The test statistic is a single (decision) number. "
1 1 2
nlarge nsmall S = |— X% _= X
_X4—0 Xy =0 : \/n—l{Z (2 )}
s, /~/n s, /\/n

df=n-1

Use the test statistic that depends on data and null hypothesis with a critical
value z, (or t, 4) that depends on significance level a to make decision.

a= q or o/2

We will test hypotheses on various parameters with various test statistics.
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Biostatistical Methods
7.6 Tests with Matched Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 3: Set-up the decision rule.

" rejection| .. rejectlon | rejection’ rejectlon
. region | ..| region : .s| region : . region |
a level | 0_1-5, a level _lal2 level L al2 levell

/(o 05) | o.l (0.05)\

| o (0.025)\ /(0.025)_

4 1 20('2 3 2 4 5 > _‘Za > o 1 > 3 2 %2 5 %a/z > o 1 205}22
(1.645) (-1.645) (-1.960) (1.960)

Reject H, If z>z_ (or tzta,df) Reject H, If z<z_ (or tsta,df) Reject Hy z<z ,, or z>z_,,
(Or 1<t 5 4 OF 121 5 1)
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7.6 Tests with Matched Samples, Continuous Outcome

The hypothesis testing process consists of 5 Steps.

Step 4. Compute the test statistic.

Use sample data n, from population 1 and n, from population 2

to compute z (or t).

Compare test statistic z (or t) to critical value(s) z,, (or t,, 4) with rule.

Step 5: Conclusion.
Make a decision, reject H, or not to reject H,. t
Interpret the results.

X, —0

s, //n
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7.6 Tests with Matched Samples, Continuous Outcome

Example: Is there a difference in mean of new drug from baseline?

. df=
Step 1: Null and Alternative Hypotheses. o .o
rejectlor? gejec_tlon
HO::ud = (0 vs. Hl: Uy ;,5 0 regioné reglon_
Step 2: Test Statistic. . .
t — d . 01| (0.025)y ; - 7(0.025).
s, /~/n df=n-1 | / ,
Step 3: Decision Rule. ¢=0.05, df=15-1=14 T
. . (-2.145) (2.145)
Reject Hy If t <-2.145 or t > 2.145. et orce
Step 4: Compute test statistic. %, =134
n _ s
t=-5.3/(12.8/15) = ~1.60 o1 [Zdz_;(zd)z
Step 5: Conclusion " n-1 n i -
Because -2.145 <-1.60, do not reject Hyand conclude no reduction. > ==
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

We often have two populations that we are studying.

We may be interested in knowing if the proportion p, of population 1
Is different (while accounting for random statistical variation)
from the proportion p, of population 2.

When we have independent random sample from each population
and the sample sizes are large.
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

The hypothesis testing process consists of 5 Steps.

Step 1: Set up the hypotheses and determine the level of significance a.
There are three possible pairs.

Hoy: p1=p, vs. Hy: p>p, (orov.e greater than) ewterence e
< reject for “large" p,—p, orz's
Ho: p=p, vS. Hy: p;<p, (prove less than) 2
> reject for “small” P,— P, orz's
Ho: p1=p, vs. H,: p#p, (prove not equal to) NG
reject for “large” or “small” P, — P,
or z's
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

The hypothesis testing process consists of 5 Steps.

Step 2: Select the appropriate test statistic.
The test statistic is a single (decision) number.

risk difference RD

A A «
(pl_pZ)_O n ﬁ R ﬁ

n n n, +n
J p(L- @)(Hlj ! 2 o
nl n2

Use the test statistic that depends on data and null hypothesis with a critical
value z, that depends on significance level a to make decision.

a= q or o/2

We will test hypotheses on various parameters with various test statistics.

n large

/ =
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

The hypothesis testing process consists of 5 Steps.

Step 3. Set-up the decision rule.
H pl pz vS. H;: pl D, Ho: 01= pz vs. H;: p1<p2 Ho: ;= pz vS. H: pﬂﬁpz

. rejection| ,..| rejection : | ..|rejection! rejection
. region | ..| region : .s| region : . region |
a level | 0_1-5, a level _lal2 level L al2 levell

/(o 05) | o.l (0.05)\

| o (0.025)\ /(0.025)_

4 1 20('2 3 a4 pe 2 _'Za - 0 1 2 3 a4 pe %a/z - 0 1 206;22
(1.645) (-1.645) (-1.960) (1.960)
Reject H, If 2>z, Reject H, If z<z, Reject Hy z<z ,, or z>z_,,
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

The hypothesis testing process consists of 5 Steps.

Step 4. Compute the test statistic.

Use sample data n, from population 1 and n, from population 2
to compute z.

Compare test statistic z to critical value(s) z, with rule.

Step 5: Conclusion.
Make a decision, reject H, or not to reject H,,. Z=

Interpret the results. \/p(l— p)( n )
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7.7 Tests with Two Independent Samples, Dichotomous Outcome

The hypothesis test on risk difference

Ho: P1=P, VS. Hi: p1#P;
Hy: RD=0 vs. H;: RD#0

Is equivalent to the two hypothesis tests

Risk Ratio RR

Ho: RR=1vs. H: RR# 1
and

Odds Ratio OR

Hp: OR=1vs. H;: OR #1
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7.8 Tests with More than Two Independent Samples,

Continuous Outcome (ANOVA)

We often have more than two populations that we are studying.
We may be interested in knowing if the mean u, of population 1
Is different (while accounting for random statistical variation)

from the mean u, of population 2, and .... the mean y, of population k.

When we have independent random sample from each population
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7.8 Tests with More than Two Independent Samples,

Continuous Outcome (ANOVA)

The hypothesis testing process consists of 5 Steps.

Step 1: Set up the hypotheses and determine the level of significance a.

Ho: w=1t, ... =1, vS. Hy: at least two u’s different
reject for “large" disparities or F=MSB/MSE.

We will assume the means are equal and calculate two different variances.
If the means are truly equal, the two different variances will be the same.
If the means are noy equal, the two different variances will be different.
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7.8 Tests with More than Two Independent Samples, Continuous

Outcome (ANOVA)

The hypothesis testing process consists of 5 Steps.

Step 2: Select the appropriate test statistic.
The test statistic Is a single (decision) number.

MSB n.(X. —X)? n.(X—-X.)>? df =k-1
F=— MSB:Z J( J ) MSEZZZ J( J) ]
MSE k —1 N — k df,=N-k

Use the test statistic that depends on data and null hypothesis with a critical
value F, 4. 4,) that depends on significance level o to make decision.

™~ Table 4 in book
We will test a single hypotheses on means with the test statistic.
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7.8 Tests with More than Two Independent Samples,
Continuous Outcome (ANOVA)

The hypothesis testing process consists of 5 Steps.

Step 3. Set-up the decision rule.
Ho: w=,. .=, vs. Hy: at least two different

rejection it
region | S
df,=k-1=3 06
| 0.5 -
. alevel | df,=N-k=36 i)
/ (0.05) 1 0.2
E | 0.1
0
2 a 0 1 2 3 4 5 3 7 a
Fa,dfl,dfg
(2.87)

book has
wrong graph

Reject Hy If F> F . 4,

™~ Table 4 in book
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7.8 Tests with More than Two Independent Samples,
Continuous Outcome (ANOVA)

The hypothesis testing process consists of 5 Steps.

Step 4: Compute the test statistic.
Use sample data n, from population 1 and n, from population 2
to compute test statistic F.

Compare test statistic F to critical value(s) F, 4, 4, With rule.

A
Table 4 in book

Step 5: Conclusion. E
Make a decision, reject H, or not to reject H,.
Interpret the results.

~ MSB
MSE
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7.8 Tests with More than Two Independent Samp

esS,

Continuous Outcome (ANOVA)
e.g, PIF, , > 3.10) = 0.05
v df,

df, 1 2 3 4 5 6 7 8 9 10 20 30 40 50
I 1614 1995 2157 2246 2302 2340 2368 2389 2405 2419 2480 2501 2511 2518
. 2 1851 1900 1916 1925 1930 1933 1935 1937 1938 1940 1945 1946 1947 1948
EX am ple: Flnd the Value Of F ] 3 1013 955 928 912 901 89 889 885 881 879 846 842 859 858
0.05,3,16 4 TT1 b94 659 439 626 616 609 404 600 596 580 575 572 570
/ T N 5 661 579 541 519 505 495 488 482 477 474 456 450 446 44
o df2:n2-l 6 599 514 476 453 439 428 421 415 410 406 387 381 377 375
d.l: =n.-1 7 5590 474 435 412 397 387 379 373 348 364 346 338 334 332
1 1 8 532 446 407 384 349 2358 350 346 339 335 315 2308 304 302
L. 9 512 426 386 363 348 337 329 323 318 314 294 286 283 280
The (Crltlcal) Value Of F tha‘t haS an area 10 496 410 3.71 348 333 322 314 307 302 298 277 270 266 2.6k
. 11 484 398 359 336 320 309 301 295 290 285 245 257 253 251
Of O 05 Iarger than It When We have df :3 12 475 389 349 326 311 300 291 285 280 275 254 247 243 240
' 1 13 447 381 341 318 303 292 28 277 271 267 246 238 234 231
14 440 374 334 311 296 285 274 270 245 240 239 231 227 224
(numerator) and df2:16 (denomlnatOr) 15 454 368 329 306 290 279 271 264 259 254 233 225 220 218
—> 16 449 363 301 285 274 246 259 254 249 228 219 215 212
degrees Of freedom IS 3 24 17 445 359 320 296 281 270 261 255 249 245 223 215 210 2.08
. . 18 441 355 316 293 277 266 258 251 246 241 219 211 206 204
19 438 352 313 290 274 243 254 248 242 238 216 207 203 200
20 435 349 310 287 271 2460 251 245 239 235 212 204 199 197

This is the value we use for a 95% HT when =0.05, n,=6, and n,=11.

The book only has «=0.05, but would have another page for each a value.
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Low-Calorie Low-Fat Low-Carbohydrate Control

7.8 Tests with More than Two Independent Samples, L _ :
Continuous Outcome (ANOVA)

Example: Statistical difference in weight loss among4d|ets’? oo 0 s 12

Step 1: Null and Alternative Hypotheses. dh=14dt=26 ejector
Ho: w ===, vs. Hy: at least two different |
Step 2: Test Statistic. 005
F=MSB/MSE  di=k1 di=N-k é ?/4
Step 3: Decision Rule. ¢=0.05, df,=4-1=3, df,=20-4= 16 Eos
Reject H, If F > 3.24. N1=Np=Ns=N=0
C to be Zn (X X)

Step 4: Compute test statistic. calculated MSB - =25.3
F=25.3/3.0=8.43 &y

. - vse = 22X =X g
Step 5: Conclusion N —k

Because 8.43 > 3.24, reject H, and conclude diets mean weight loss different.
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7.9 Tests for Two or More Independent Samples,
Categorical and Ordinal Outcomes

Hypothesis test follows similar to Section 7.4 one sample.
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/.10 Summary

Outcome Variable, Number of Groups: Null Hypothesis Test Statistic*

X=X
S +n,

Continuous outcome, two independent samples: H,: y, =,

X

o

—'lll<

s, _/\/;

-
S o—
L

Continuous outcome, two matched samples: H : p =0

n (X =X / (k-1
)

Continuous outcome, more than two independent samples:

HEEP'.:P'~:---:P'. EE‘X-; )/(N—/‘)
= b—ﬂ;
Dichotomous outcome, one sample: H : p=p, &=
| ' p\1-5,)
n
Dichotomous outcome, two independent samples: B2
1

Hy:py,=p,,RD=0,RR=1,0R=1 Z = —p— :
JB(1-)(1/ n+1/n,)

‘ | 0-E)
Categorical or ordinal outcome, one sample v =3 (0-£) df =k—1
HI‘I.D.=.D.[‘,p. = Dage -0 Px = Pyt E
Categorical or ordinal outcome, two or more independent samples: (0-£)

=X df =(r=1)(c-1)

H, : Outcome and groups are independent
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Questions?
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Homework 7 Part Il

Read Chapter 7.

Problems # 12, 18, 10, 19, 11
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