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Summary 
General Form of the Multiple Regression Model: 
y  = β0 + β1x1  +… + βkxk + ε 
y  = Dependent variable (variable to be modeled-sometimes called the response variable)  
x1,…,xk  = Independent variables (variables used as predictors of y) 
E(y|x’s)  = β0+ β1x1  +… + βkxk  

 ε  = Random error component 
β0  = y-intercept of the line 
βi  = determine the contribution of the independent variable xi. 
Note: The x1,…,xk may represent higher-order terms (e.g., x2=x1

2) or terms or predictors (0/1). 
Coefficient and Residual Variance Estimation 
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Assumptions About the Random Error ε: 
1. For any given x1,…,xk, the error ε has a normal distribution with, E(ε)=0 and var(ε)=σ2. 
2. The random errors are independent, f(εi,εj)=f(εi)f(εj). Normal only needed for CIs and HTs.  
Model Test: H0: β1=β2=…=βk=0 vs. Ha: At least one βi≠0. 
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Reject if F>Fα,k,n-k-1 or α>p-value=P(F>Fα,k,n-k-1).  
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One Tailed: H0: βi≥0 vs. Ha: βi<0 w/ RR t<-tα,n-k-1  or α>p-value=P(t<-tα,n-k-1),  

One Tailed: H0: βi≤0 vs. Ha: βi>0 w/ RR t> tα,n-k-1  or α>p-value=P(t>tα,n-k-1),  
Two Tailed: H0: βi=0 vs. Ha: βi≠0 w/ RR |t|>tα/2,n-k-1 or α>p-value=2P(|t|>tα,n-k-1). 
Coefficient Confidence Interval 

 
/2, 1

ˆ
i n k iit s W − − , s2=MSE and Wii is the ith diagonal element of W=(X'X)-1.  

Coefficient of determination R2 and adjusted coefficient of determination R2
a. Fit quality. 
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Mean function confidence interval at x0: 
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F-Test for Comparing Nested Models 
Reduced Model: E(y|x’s) = β0+ β1x1  +… + βgxg        
Complete Model: E(y|x’s) = β0+ β1x1  +… + βgxg + βg+1xg+1 +… + βkxk                 
H0: βg+1=…= βk=0 vs. Ha: At least one tested βi ≠ 0. 
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Example: Price y for clocks depends on their age x1 and the number of bidders x2. 

  
a) Estimate the regression coefficients.  

1ˆ ( ' ) 'X X X y −=  

 
b) Compute the MSE. 

 2 ˆ ˆ( ) '( ) / ( 1)MSE s y X y X n k = = − − − −  

 
c) Test for significance of the model.  
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d) Form confidence intervals for each coefficient. 
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e) Compute the coefficient of determination and adjusted. 
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f) Compute the mean function at x0=[1,150,10]. 
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g) Compute the mean function CI at x0. 
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h) Compute the mean function PI at x0. 
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i) Test H0: β2=0 vs. Ha: β2 ≠ 0. 
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# R Code 
# read data 
mydata <- read.delim("PriceAgeBid-
ders.txt",header = FALSE) 
# parse out variables 
n <- nrow(mydata) 
k <- ncol(mydata)-1 
x1 <- c(mydata[,1]) #Age 
x2 <- c(mydata[,2]) #Bidders 
y  <- c(mydata[,3]) #Price  
c  <- rep(1,n)      #Ones 
X <- cbind(c,x1,x2) #design matrix 
 
# estimate coefficients 
b <- solve(t(X)%*%X)%*%t(X)%*%y 
 
# residual analysis 
e <- y-X%*%b 
hist(e) 
mean(e)            # 8.867573e-12 
SSE <- t(e)%*%e 
s2  <- SSE/(n-k-1) # 17818.16 
MSE <- s2; 
s   <- sqrt(s2)    # 3.4847 
 
# perform F test for model 
alph <- 0.05; 
SSyy <- sum(y^2)-(sum(y))^2/n 
Fstat<- ((SSyy-SSE)/k)/(SSE/(n-k-1)) 
Fcrit<- qf(alph,k, n-k-1, lower.tail=FALSE) 
pval <- pf(Fstat,k,n-k-1, lower.tail=FALSE) 
 
# individual t-tests 
W    <- solve(t(X)%*%X) 
 
tb0  <-b[1]/sqrt(MSE*W[1,1]) 
tb1  <-b[2]/sqrt(MSE*W[2,2]) 
tb2  <-b[3]/sqrt(MSE*W[3,3]) 
tcrit<-qt(1-alph,n-k-1) 
 
pb0  <- 2*pt(abs(tb0),n-k-1,lower.tail=FALSE) 
pb1  <- 2*pt(abs(tb1),n-k-1,lower.tail=FALSE) 
pb2  <- 2*pt(abs(tb2),n-k-1,lower.tail=FALSE) 
 

# confidence intervals 
CIb0L <- b[1]-tcrit*sqrt(MSE*W[1,1]) 
CIb0U <- b[1]+tcrit*sqrt(MSE*W[1,1]) 
CIb1L <- b[2]-tcrit*sqrt(MSE*W[2,2]) 
CIb1U <- b[2]+tcrit*sqrt(MSE*W[2,2]) 
CIb2L <- b[3]-tcrit*sqrt(MSE*W[3,3]) 
CIb2U <- b[3]+tcrit*sqrt(MSE*W[3,3]) 
 
# compute the coefficients of determination 
R2=1-SSE/SSyy 
R2a=1-(n-1)/(n-k-1)*(1-R2) 
 
# mean function at x0 
x0    <-c(1,150,10) 
yhatx0<-x0%*%b 
tx0 <- matrix(t(x0)) 
 
# mean function confidence interval at x0 
SEx0 <- sqrt(MSE%*%x0%*%solve(t(X)%*%X)%*%tx0) 
 
CIx0L=yhatx0-tcrit*SEx0 
CIx0U=yhatx0+tcrit*SEx0 
                                                 
# mean function prediction interval at x0 
PIx0L=yhatx0-tcrit*sqrt(MSE+SEx0*SEx0) 
PIx0U=yhatx0+tcrit*sqrt(MSE+SEx0*SEx0) 
                                                                                                 
# test if beta2=0 
XR<-X[,1:2] 
bR<-solve(t(XR)%*%XR)%*%t(XR)%*%y 
SSER  <- t(y-XR%*%bR)%*%(y-XR%*%bR) 
SSEC  <- SSE  
Fstat2<- ((SSER-SSEC)/(k-1))/(SSEC/(n-k-1)) 
Fcrit2<- qf(alph,k-1,n-k-1,lower.tail=FALSE) 
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% Matlab Code 
% load data 
load PriceAgeBidders.txt 
y =PriceAgeBidders(:,3); 
n=size(y,1); 
x1=PriceAgeBidders(:,1); 
x2=PriceAgeBidders(:,2); 
X=[ones(n,1),x1,x2]; 
k=size(X,2)-1; 
 
% estimate coefficients 
b=inv(X'*X)*X'*y 
 
% residual analysis 
e=y-X*b; 
figure; 
histogram(e) 
mean(e)        %-1.6698e-12 
SSE=e'*e; 
s2=SSE/(n-k-1) % 1.7818e+04 
MSE=s2; 
s=sqrt(s2)     % 133.4847 
 
% perform F test for model 
alph=0.05; 
SSyy=sum(y.^2)-(sum(y))^2/n; 
Fstat=((SSyy-SSE)/k)/(SSE/(n-k-1)) 
Fcrit= finv(1-alph,k,n-k-1) 
pval = fcdf(Fcrit,k,n-k-1,'upper') 
 
% individual t-tests 
W    =inv(X'*X) 
tb0  =b(1,1)/sqrt(MSE*W(1,1)) 
tb1  =b(2,1)/sqrt(MSE*W(2,2)) 
tb2  =b(3,1)/sqrt(MSE*W(3,3)) 
tcrit=tinv(1-alph,n-k-1) 
 
pb0  =2*tcdf(abs(tb0),n-k-1,'upper') 
pb1  =2*tcdf(abs(tb1),n-k-1,'upper') 
pb1  =2*tcdf(abs(tb2),n-k-1,'upper') 
 
% confidence intervals 
CIb0L = b(1,1)-tcrit*sqrt(MSE*W(1,1)) 
CIb0U = b(1,1)+tcrit*sqrt(MSE*W(1,1)) 
CIb1L = b(2,1)-tcrit*sqrt(MSE*W(2,2)) 
CIb1U = b(2,1)+tcrit*sqrt(MSE*W(2,2)) 
CIb2L = b(3,1)-tcrit*sqrt(MSE*W(3,3)) 
CIb2U = b(3,1)+tcrit*sqrt(MSE*W(3,3)) 
 
 

% coefficients of determination 
R2=1-SSE/SSyy 
R2a=1-(n-1)/(n-k-1)*(1-R2) 
 
% mean function at x0 
x0=[1,150,10] 
yhatx0=X*b 
 
% mean function CI at x0 
SEx0=sqrt(MSE*x0*inv(X'*X)*x0') 
CIx0L=yhatx0-tcrit*SEx0 
CIx0U=yhatx0+tcrit*SEx0 
 
% mean function PI at x0 
PIx0L=yhatx0-tcrit*sqrt(MSE+SEx0^2) 
PIx0U=yhatx0+tcrit*sqrt(MSE+SEx0^2) 
 
% test if beta2=0 
XR=X(:,1:2); 
bR=inv(XR'*XR)*XR'*y 
SSER=(y-XR*bR)'*(y-XR*bR) 
SSEC=SSE  
Fstat2=((SSER-SSEC)/(k-
1))/(SSEC/(n-k-1)) 
Fcrit2=finv(1-alph,k-1,n-k-1) 
 

 


