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Chapter 7: Some Regression Pitfalls



Some Regression Pitfalls 
Observational Data versus Designed Experiments

One problem encountered in using a regression analysis is caused by the type of 

data that the analyst is often forced to collect.

The data for regression can be either observational (uncontrolled) or experimental 

(where the x’s are controlled via a designed experiment).

the quantity of information in an experiment is controlled not only by the amount of 

data, but also by the values of the predictor variables. 

If you can design the experiment, you may be able to increase greatly the amount 

of information in the data at no additional cost.
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Some Regression Pitfalls 
Observational Data versus Designed Experiments

When an experiment has been designed, the experimental units have an equal 

chance of receiving unusually high (or low) readings. 

This averages out any variation within the experimental units and statistically 

significant difference between sample means implies that you can infer that the 

population means differ. 

More importantly, you can infer that this difference was from the settings of the 

predictor x variables. Thus, you can infer a cause-and-effect relationship. 

If the data are observational, a statistically significant relationship between x and y 

does not imply a cause-and-effect relationship. It simply means that x contributes 

information for the prediction of y, and nothing more. 
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Some Regression Pitfalls 
Parameter Estimability and Interpretation

If we want to fit a linear regression model E(y)=β0+β1x1, then we need at least 

two data points to solve the system of linear equations.

If we want to fit a quadratic regression model, we need three data points.

In general, we need at least p+1 data points for a pth order polynomial.

If we want to estimate the residual variance, we need n>p+1.
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Some Regression Pitfalls 
Multicollinearity

Often, two or more of the independent variables used in the model for E(y) will 

contribute redundant information. 

Multicollinearity exists when two or more of the independent variables used 

in regression are moderately or highly correlated.

A simple technique is to calculate the correlation r between each pair of 

independent variables in the model. If r is close to +1 or -1, the two variables 

are highly correlated and a severe multicollinearity problem may exist.

One reason why the t-tests on the individual  parameters are nonsignificant is 

that the standard errors of the estimates, are inflated in the presence of 

multicollinearity.
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Some Regression Pitfalls 
Multicollinearity

Detecting Multicollinearity in the Regression Model

1. Significant correlations between pairs of independent variables in the model

              

2. Nonsignificant t-tests for all (or nearly all) the individual β parameters when 

  the F-test for overall model adequacy H0: β1=β2=…=βk=0 is significant

              

3. Opposite signs (from what is expected) in the estimated parameters

              

4. A variance inflation factor (VIF) for a β parameter greater than 10, where 

                         , i=1,….,k  
 

  and Ri
2 is the multiple coefficient of determination for the model

 E(xi)=α0+α1x1+α2x2+…+αi-1xi-1+α3xi+1 +…+αkxk.
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Some Regression Pitfalls 
Multicollinearity

Example: y= CO content, x1= tar content, x2= nicotine content, x3= weight 

 E(y)=β0+β1x1+β2x2+β3x3. 
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Some Regression Pitfalls 
Multicollinearity

Example: y= CO content, x1= tar content, x2= nicotine content, x3= weight 

 E(y)=β0+β1x1+β2x2+β3x3. 

Significant F but β2& β3 not significant. Neg β2& β3.
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Some Regression Pitfalls 
Multicollinearity

Example: y= CO content, x1= tar content, x2= nicotine content, x3= weight 

 E(y)=β0+β1x1+β2x2+β3x3. 

a model relating tar content x1 to the remaining two 

independent variables, nicotine content x2 and weight 

x3, resulted in a coefficient of determination of 

indicates serious multicollinearity exists

                                                     →eliminate x1 or x2  
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Some Regression Pitfalls 
Multicollinearity

Solutions to Some Problems Created by Multicollinearity

           

1. Drop one or more of the correlated x’s. Stepwise regression is helpful in dropping.

2. If you decide to keep all the independent variables in the model:

  a. Avoid making inferences about the individual  parameters.

  b. Restrict inferences about E(y) and future y-values to the experimental region.

3. To establish cause-and-effect between y and the x’s, use a designed experiment.

4. To reduce rounding errors in polynomial regression, code the x variables so that 

  1st, 2nd, and higher-order terms for a particular x are not highly correlated.

5. To reduce rounding errors and stabilize the regression coefficients, use ridge 

  regression to estimate the β parameters.
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Some Regression Pitfalls 
Multicollinearity
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# install.packages("car")
library(car)
# read data
mydata <- read.delim("ftccigar.txt",header=TRUE,sep="",dec=".")
# parse out variables
n  <- nrow(mydata)
k  <- ncol(mydata)-1
x1 <- c(mydata[, 1]) #x1 tar content
x2 <- c(mydata[, 2]) #x2 nicotine content
x3 <- c(mydata[, 3]) #x3 weight
y  <- c(mydata[, 4]) #y  carbon monoxide
df <- data.frame(cbind(x1,x2,x3))
names(df) <- c("x1","x2","x3")
# scatter plot with line
plot(x1,y,xlab='Tar Content',         ylab='Carbon Monoxide’, 
pch=19,col="blue") 
abline(lm(y~x1),col='red',lty=2) 
plot(x2,y,xlab='Nicotine Content',ylab='Carbon Monoxide’, 
pch=19,col="blue") 
abline(lm(y~x2),col='red',lty=2) 
plot(x3,y,xlab='Weight',                 ylab='Carbon Monoxide’ , 
pch=19,col="blue") 
abline(lm(y~x3),col='red',lty=2) 

# scatter plot 
library("plot3D")
scatter3D(x1,x2,y,pch=19,cex=1,colvar=NULL, col="red",theta=20,phi=10, 
bty="b",xlab="Tar", ylab="Nicotine",zlab="Carbon Monoxide",main = "Cigarettes")
scatter3D(x1,x3,y,pch=19,cex=1,colvar=NULL, col="red",theta=20 ,phi=10, 
bty="b",xlab="Tar",ylab="Weight",  zlab="Carbon Monoxide", main = "Cigarettes")
scatter3D(x2,x3,y,pch=19,cex=1,colvar=NULL, col="red",theta=20, phi=10, 
bty="b",xlab="Nicotine",ylab="Weight",zlab="Carbon Monoxide",main="Cigarettes")
# x1-x3 fit
lmx1to3<- lm(y~x1+x2+x3,data=df)
temp<-anova(lmx1to3)
out <- temp
n <- nrow(temp)
out$Df <- with(temp,c(sum(Df[1:(n-1)]),Df[n],rep(NA_real_,n-2)))
out$`Sum Sq` <- with(temp,c(sum(`Sum Sq`[1:(n-1)]),`Sum Sq`[n],rep(NA_real_,n-2)))
out$`Mean Sq` <- with(out,out$`Sum Sq`/out$Df)
out$`F value` <- c(out$`Mean Sq`[1]/out$`Mean Sq`[2],rep(NA_real_,n-1))
out$`Pr(>F)` <- c(pf(out$`F value`[1],out$Df[1],out$Df[2], lower.tail = FALSE), 
rep(NA_real_,n-1))
out <- out[1:2,]
rownames(out) <- c("Model","Residuals")
out
summary(lmx1to3)

# Calculating VIF
vif_values <- vif(lmx1to3)
vif_values
# correlation between variables
cor(df)



Some Regression Pitfalls 
Extrapolation: Predicting Outside the Experimental Region

Quite often when we develop statistical models, we want to not just interpolate 

between observations we have, but to forecast (extrapolate) additional observations.
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Some Regression Pitfalls 
Extrapolation: Predicting Outside the Experimental Region 

Example: Price y for clocks depends on their age x1 and the number of bidders x2.
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Some Regression Pitfalls 
Extrapolation: Predicting Outside the Experimental Region 

Example: Price y for clocks depends on their age x1 and the number of bidders x2.

Avoid making predictions for clocks 

that fall outside these ranges.
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Some Regression Pitfalls 
Variable Transformations

Transformations are performed on the y-values to make them to make them 

resemble E(y) and satisfy the linear regression model assumptions. 

y=E(y)+ε

Transforming y and/or the x’s in a model can provide a better model fit.
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Some Regression Pitfalls 

Homework:

Read Chapter 7

Problems #: 22, 23
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Some Regression Pitfalls 

 Questions?
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