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Chapter 1: A Review of Basic Concepts A



A Review of Basic Concepts

Describing Quantitative Data Numerically

The mean of a sample of n measurements y1,…,yn is 

The mean of a population is E(y)=μ.

The variance of a sample of n measurements y1,…,yn is 

The mean of a population is E[(y-μ)2]=σ2.

The sample standard deviation is s and the population standard deviation is σ.
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A Review of Basic Concepts

The Normal Probability Distribution
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e = 2.718281828459046…

π = 3.141592653589793…

μ = population mean

σ = population std. deviation
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A Review of Basic Concepts

The Normal Probability Distribution
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A Review of Basic Concepts

The Normal Probability Distribution

Areas of continuous functions are found with Calculus.

But we can’t integrate the normal distribution. So, we transform to standard normal.

And look up the areas in a table.
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A Review of Basic Concepts

The Normal Probability Distribution

Convert a and b to z1 and z2.

Look up area between z1 and 0 as 0 to z1.

Look up area between 0 and z2.

Add together.
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A Review of Basic Concepts

The Normal Probability Distribution

Look up area between z1 and 0 as 0 to z1.

A1 = P(a<y<0) 

Look up area between 0 and z2.

A2 = P(0<y<b) 

Add together.

A1+ A2
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1z 2z0

A1 A2

mean <- 0
sd <- 1
y <- 1.96
1-pnorm(y, mu, sd)

R Code
df <- 4
pval <- 0.975 
qt(pval, df = df, 
lower.tail = FALSE)



A Review of Basic Concepts

Sampling Distribution and the Central Limit Theorem

Theorem 1.1: Sampling distribution of the Sampling Mean

If y1,…,yn represent a random sample of n measurements from a large (or infinite)

population with mean μ and standard deviation σ then, regardless of the form of the

population relative distribution, the mean and standard error of estimate of the 

sampling distribution of    will be

Mean: 

Standard error of estimate:  
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A Review of Basic Concepts

Sampling Distribution and the Central Limit Theorem

Theorem 1.2: Central Limit Theorem

For large sample sizes, the mean    of a sample from a population with mean μ and 

standard deviation σ has a sampling distribution that is approximately normal, 

regardless of the probability distribution of the sampled population. 

The larger the sample size, the better will be the normal approximation to the 

sampling distribution of    .
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A Review of Basic Concepts

Sampling Distribution and the CLT

When n is large, 

                                         ,

no matter what distribution our original

measurements come from, when n is large,

    has a normal distribution

This means that we can use the z table 

to get areas!

10D.B. Rowe

Intro to Regression & Classification

y

y

y

y y

y

y

y y

y y

yy

y y y2
2~ ,y yy N

n


  
 

= = 
 

1n =

y

/

y
z

n





−
=



A Review of Basic Concepts

Estimating a Population Mean

When we estimate a parameter like μ with a single value like    , 

it is called a point estimator. We often are interested in a range of values 

within which we have a prespecified level of confidence that the interval 

contains μ.

We know that P(-1.96<z<1.96)=0.95, 

or more generally, P(-zα/2<z< zα/2)=1-α.

Where zα/2 is called the confidence coefficient.

zα/2 is the value of z with an area α/2 larger than it.
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A Review of Basic Concepts

Estimating a Population Mean

With some algebra on P(-zα/2<z< zα/2)=1-α, we can see that …
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A Review of Basic Concepts

Estimating a Population Mean

Thus, a (1-α)×100% confidence interval for μ is 

                          to

which if α=0.05, a 95% confidence interval for μ is

                          to                       .
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A Review of Basic Concepts

Estimating a Population Mean

However, we never know the true value of σ, so we replace it by s  

                          to

but then we also need to replace z by t, so our CI for μ is

                          to                        ,

where df=n-1 is our degrees of freedom.
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A Review of Basic Concepts

Estimating a Population Mean

Since we estimated σ by s and changed z to t, the distribution and areas have changed.
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A Review of Basic Concepts

Estimating a Population Mean

The standard normal dist. is:      

The Student-t distribution is:
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as n increases, so

does ν=df=n-1 and

Student t becomes 

standard normal
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A Review of Basic Concepts

Estimating a Population Mean
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df <- 4
tval <- 2.776 
pt(tval, df = df, 
lower.tail = FALSE)

R Code
mean <- 0
sd <- 1
pval <- 0.975
qt(pval)



A Review of Basic Concepts

Homework:

Read Chapter 1
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A Review of Basic Concepts

 Questions?
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