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Review Chapters 9-12

 (Final Exam Chapters)

 Just the highlights!
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Recap Chapter 9

Rowe, D.B.
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9: Inferences Involving One Population
9.1 Inference about the Mean μ (σ Unknown)

In Chapter 8, we performed hypothesis tests on the mean by 

1) assuming that      was normally distributed (n “large”),

2) assuming the hypothesized mean μ0 were true,

3) assuming that σ was known, so that we could form 

      which with 1) ‒ 3) has standard normal dist.
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9: Inferences Involving One Population
9.1 Inference about the Mean μ (σ Unknown)

However, in real life, we never know σ for 

so we would like to estimate σ by s, then use

                     .

But t* does not have a standard normal distribution.

It has what is called a Student t-distribution.
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9: Inferences Involving One Population
9.1 Inference about the Mean μ (σ Unknown)

Using the t-Distribution Table

Finding critical value from a Student t-distribution, df=n-1
 

t(df,α),  t value with α area larger than it 

with df degrees 

of freedom

Table 6

Appendix B 

Page 719.
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Figure from Johnson & Kuby, 2012.
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9: Inferences Involving One Population

Example: Find the value of t(10,0.05),

7
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9.1 Inference about the Mean μ (σ Unknown)

⁞

df=10, α=0.05.

Table 6

Appendix B 

Page 719.

Go to 0.05 

One Tail 

column and

down to 10 

df row.

Figures from 

Johnson & Kuby, 2012.

Marquette University                                      MATH 1700



9: Inferences Involving One Population
9.1 Inference about the Mean μ (σ Unknown)

Recap 9.1:

Essentially have new critical value, t(df,α) to look up 

in a table when σ is unknown. Used same as before.
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

We talked about a Binomial experiment with two outcomes. 

n = # of trials, x = # of successes, p = prob. of success

9
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Sample Binomial Probability

                                                                                          (9.3)

where x is the number of successes in n trials. 
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i.e. number of H out of n flips
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

In Statistics,                           and                                  .

With            , the constant is            , and

and the variance of             is 

standard error of              is                                                      .
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

That is where 1. and 2. in the green box below come from
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If a random sample of size n is selected from a large 

population with p= P(success), then the sampling distribution 

of p' has:

1. A mean       equal to p

2. A standard error       equal to 

3. An approximately normal distribution if n is sufficiently     

    “large.”                                                                                       
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

For a confidence interval, we would use

Since we didn’t know the true value for p, we estimate it by p'. 

This is of the form                                                      .
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Confidence Interval for a Proportion

                                 to

                                                                                          (9.6)
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

Determining the Sample Size

Using the error part of the CI, we determine the sample size n. 

Maximum Error of Estimate for a Proportion

                                                                                              (9.7)
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where p* and q* are provisional values used for planning.
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9: Inferences Involving One Population
9.2 Inference about the Binomial Probability of Success

Hypothesis Testing Procedure

We can perform hypothesis tests on the proportion

H0: p ≥ p0 vs. Ha: p < p0

H0: p ≤ p0 vs. Ha: p > p0

H0: p = p0 vs. Ha: p ≠ p0

14
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Test Statistic for a Proportion p

                                               with

                                                                                          (9.9)

0

0 0

'
*

(1 )

p p
z

p p

n

−
=

− '
x

p
n

=

Assume n large for CLT and z.

Marquette University                                      MATH 1700



9: Inferences Involving One Population
9.3 Inference about the Variance and Standard Deviation

We can perform hypothesis tests on the variance.

H0: σ
2 ≥ σ0

2 vs. Ha: σ
2 < σ0

2

H0: σ
2 ≤ σ0

2 vs. Ha: σ
2 > σ0

2

H0: σ
2 = σ0

2 vs. Ha: σ
2 ≠ σ0

2

For this hypothesis test, use 

the χ2 distribution

15
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Figure from Johnson & Kuby, 2012.

1. χ2 is nonnegative
2. χ2 is not symmetric, 
    skewed to right
3. χ2 is distributed to form a 
    family each determined by 
    df=n-1.
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9: Inferences Involving One Population
9.3 Inference about the Variance and Standard Deviation

Will also need critical values.

Table 8 

Appendix B

Page 721
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Test Statistic for Variance (and Standard Deviation)

                          ,                        with df=n-1.                  (9.10)
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Figure from Johnson & Kuby, 2012.

sample variance

hypothesized population variance

df=n-1
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9: Inferences Involving One Pop.
Example: Find χ2(20,0.05).

Table 8, Appendix B, Page 721.

17
Rowe, D.B.

Figures from Johnson & Kuby, 2012.
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Recap Chapter 10

Rowe, D.B.
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10: Inferences Involving Two Populations
10.2 Inference for Mean Difference Two Dependent Samples

Confidence Interval Procedure

With      unknown, a 1-α confidence interval for μd=(μ1-μ2) is:
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Confidence Interval for Mean Difference (Dependent 

Samples)

                             to                               where df=n-1     (10.2)
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10: Inferences Involving Two Populations
10.2 Inference for Mean Difference Two Dependent Samples

Example:

Construct a 95% CI for mean difference in Brand B – A tire wear.
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Figure from Johnson & Kuby, 2012.
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10: Inferences Involving Two Populations
10.2 Inference for Mean Difference Two Dependent Samples

Example:

Test mean difference of Brand B minus Brand A is zero.

         H0: μd=0 vs. Ha: μd≠0

21
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Figures from Johnson & Kuby, 2012.
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10: Inferences Involving Two Populations
10.3 Inference for Mean Difference Two Independent Samples

Confidence Interval Procedure

With      and     unknown, a 1-α confidence interval for           is:

22
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Confidence Interval for Mean Difference (Independent 

Samples)

                                               to                            
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10: Inferences Involving Two Populations
10.3 Inference Mean Difference 

Confidence Interval 

Example:

Interested in difference in mean heights between men and 

women. The heights of 20 females and 30 males is measured. 

Construct a 95% confidence interval for           ,     &     unknown

                                                            therefore 4.75  to 7.25
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10: Inferences Involving Two Populations
10.3 Inference for Mean Difference Two Independent Samples

Hypothesis Testing Procedure

 

H0: μf=μm vs. Ha: μf≠μm
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10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

That is where 1. and 2. in the green box below come from

 

25
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If independent samples of size n1 and n2 are drawn … with

p1=P1(success) and p2=P2(success) , then the sampling 

distribution of has these properties:

1. mean                       
 

2. standard error                                                            (10.10)
                                                                           

3. approximately normal dist if n1 and n2 are sufficiently large. 

ie I n1,n2>20 II n1p1, n1q1, n2p2, n2q2>5 III sample<10% of pop  
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10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

Confidence Interval Procedure

26
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Confidence Interval for the Difference between Two 

Proportions
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10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

Confidence Interval Procedure

 

Example: Another Semester

Construct a 99% CI for proportion of female A’s minus male A’s

difference            .
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10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

Hypothesis Testing Procedure

We can perform hypothesis tests on the proportion

H0: p1 ≥ p2 vs. Ha: p1 < p2

H0: p1 ≤ p2 vs. Ha: p1 > p2

H0: p1 = p2 vs. Ha: p1 ≠ p2                           when                .

Test Statistic for the Difference between two Proportions-

                                                Population Proportions Known

                                          

                                                                                                                             

                                                                                      (10.12)

28
Rowe, D.B.

1 1 2 2

1 2 1 2

1 1p q p q
pq

n n n n

 
+ = + 

 

1 2p p p= =

1 2 10 20

1 2

( ) ( )
*

1 1

p p p p
z

pq
n n

 − − −
=

 
+ 

 

0

p known

1
1

1

x
p

n
 = 2

2

2

x
p

n
 =

Marquette University                                      MATH 1700



10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

Hypothesis Testing Procedure

where we assume p1=p2  and use pooled estimate of proportion

Test Statistic for the Difference between two Proportions-

Population Proportions UnKnown

                                                                                     

               

                                                                                      (10.15)
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10: Inferences Involving Two Populations
10.4 Inference for Difference between Two Proportions

Hypothesis Testing Procedure

 

H0: ps-pc≤0 vs. Ha: ps-pc>0
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10: Inferences Involving Two Populations
10.5 Inference for Ratio of Two Variances Two Ind. Samples

Hypothesis Testing Procedure

We can perform hypothesis tests on two variances

H0:            vs. Ha: 

H0:            vs. Ha: 

H0: vs. Ha: 

Test Statistic for Equality of Variances

                                          

                          with                and                .                                                                                     

                                                                                      (10.16)
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10: Inferences Involving Two 
10.5 Inference Ratio of Two Variances

Example: Find F(5,8,0.05).

Table 9, Appendix B, Page 722.
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Figures from Johnson & Kuby, 2012.

Marquette University                                      MATH 1700



10: Inferences Involving Two Populations
10.5 Inference for Ratio of Two Variances Two Ind. Samples

Hypothesis Testing Procedure

One tailed tests: Arrange H0 & Ha so Ha is always “greater than”

H0:            vs. Ha:                  H0:               vs. Ha: 

H0:            vs. Ha:                  H0:               vs. Ha: 

Reject H0 if                 > F(dfn,dfd,α).

Two tailed tests: put larger sample variance s2 in numerator

H0: vs. Ha:                  H0: vs. Ha: 

                                                             if           ,            if

Reject H0 if                 > F(dfn,dfd,α/2).

Rowe, D.B.
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10: Inferences Involving Two Populations
10.5 Inference for Ratio of Two Variances Two Ind. Samples

 

H0:             vs. Ha: 

H0:              vs. Ha: 
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Recap Chapter 11

Rowe, D.B.
35
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11: Applications of Chi-Square
11.1 Chi-Square Statistic Cooling a Great Hot Taste

Quite often we have qualitative data in categories.

Example: Cooling mouth after hot spicy food.

Rowe, D.B.
36

Method Water Bread Milk Beer Soda Nothing Other

Number 73 29 35 19 20 13 11
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11: Applications of Chi-Square
11.1 Chi-Square Statistic Data Setup

Example: Cooling mouth after hot spicy food.

Data set up: k cells C1,…,Ck that n observations sorted into

Observed frequencies in each cell O1,…,Ok.             O1+…+Ok=n

Expected frequencies in each cell E1,…,Ek.               E1+…+Ek=n

Rowe, D.B.
37

Cell C1 C2 . . . Ck

Observed O1 O2 . . . Ok

Expected E1 E2 . . . Ek

Method Water Bread Milk Beer Soda Nothing Other

Number 73 29 35 19 20 13 11
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11: Applications of Chi-Square
11.1 Chi-Square Statistic Data Setup

Example: Cooling mouth after hot spicy food.

Data set up: k cells C1,…,Ck that n observations sorted into

Observed frequencies in each cell O1,…,Ok.             O1+…+Ok=n

Expected frequencies in each cell E1,…,Ek.               E1+…+Ek=n

Rowe, D.B.
38

Cell C1 C2 . . . Ck

Observed O1 O2 . . . Ok

Expected E1 E2 . . . Ek

Method Water Bread Milk Beer Soda Nothing Other

Number 73 29 35 19 20 13 11
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11: Applications of Chi-Square
11.2 Inferences Concerning Multinomial Experiments

Example: We work for Las Vegas Gaming Commission.

We have received many complaints that dice at particular 

casino are loaded (weighted, not fair). We confiscate all dice

and test one. We roll it n=60 times. We get following data.

I

Rowe, D.B.
39

Cell, i 1 2 3 4 5 6

Observed, Oi 7 12 10 12 8 11

Expected, Ei 10 10 10 10 10 10

Expected Value for Multinomial Experiment:

                                                                                         (11.3)
i iE np=
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11: Applications of Chi-Square
11.2 Inferences Concerning Multinomial Experiments

Example: We work for Las Vegas Gaming Commission.

We have received many complaints that dice at particular 

casino are loaded (weighted, not fair). We confiscate all dice

and test one. We roll it n=60 times. We get following data.

I

Rowe, D.B.
40

Cell, i 1 2 3 4 5 6

Observed, Oi 7 12 10 12 8 11

Expected, Ei 10 10 10 10 10 10

Expected Value for Multinomial Experiment:

                                                                                         (11.3)
i iE np=
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Independence

Is “Preference for math-science, social science, or humanities” 

… “independent of the gender of a college student?”

Rowe, D.B.
41

Figure from Johnson & Kuby, 2012.

Sample Results for Gender and Subject Preference
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Independence

Is “Preference for math-science, social science, or humanities” 

… “independent of the gender of a college student?”

There is a Hypothesis test (of independence) to determine this.

Similar to Example with the Die, now have rows i and columns j.

Rowe, D.B.
42

2

2
( )

*
ij ij

all cells ij

O E

E


−
= 

Figure from Johnson & Kuby, 2012.
What are Eij’s?

Is Favorite Subject independent of Gender.

Observed values, Oij’s.
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Independence

Rowe, D.B.
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Expected Frequencies for Contingency Tables
 

                                                                                         (11.5)i j

ij

R Crow total column total
E

grand total n


= =

D of F for Contingency Tables:              

                                                                                          (11.4)( 1)( 1)df r c= − −

r>1,c>1

Where does this formula for Eij’s come from?

2

2
( )

*
ij ij

all cells ij

O E

E


−
= 

rows i and columns j
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Independence

Where does this formula for Eij’s come from?

If Favorite Subject is independent of Gender, then

                               < 

                   <

Rowe, D.B.
44

i j

ij

R C
E

n
=

Figure from Johnson & Kuby, 2012.

2

2
( )

*
ij ij

all cells ij

O E

E


−
=  2 (2,0.05) α=0.05

( 1)( 1) (2 1)(3 1)df r c= − − = − −
2* 4.604 =

2 (2,0.05) 5.99 =

r=2

c=3
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Independence

Rowe, D.B.
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Figure from Johnson & Kuby, 2012.

i j

ij

R C
E

n
=

2
?

2 2
( )

* (( 1)( 1), )
ij ij

all cells ij

O E
r c

E
  

−
=  − −

Expected Frequencies for an r×c Contingency Table
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11: Applications of Chi-Square
11.3 Inferences Concerning Contingency Tables

Test of Homogeneity

Is the distribution within all rows the same for all rows?

                

Rowe, D.B.
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i j

ij

R C
E

n
=

α=0.05

( 1)( 1) (3 1)(2 1)df r c= − − = − −

r=3

c=2

2
?

2 2
( )

* (( 1)( 1), )
ij ij

all cells ij

O E
r c

E
  

−
=  − −
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Recap Chapter 12
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12: Analysis of Variance
12.1 Introduction to the Analysis of Variance

Previously we learned about hypothesis testing for:

One Population: μ, p, and σ2.

Two Populations: μd=μ1‒μ2, μ1‒μ2, p1‒p2, and σ2/σ2.

(We also learned about hypothesis testing for contingency tables.)

Now we are going to study hypothesis testing for three or more 

populations.

Three Populations: at least two of μ1,μ2,μ3,… different.

Rowe, D.B.
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1 2
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12: Analysis of Variance
12.1 Introduction to the Analysis of Variance

If we are testing for differences in means, 

…why are we analyzing variance?

As it turns out, we calculate two variances and take the ratio.

If all the means are truly the same, the two variances will be 

the same and the ratio will be 1.

Rowe, D.B.
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12: Analysis of Variance
12.1 Introduction to the Analysis of Variance

Hypothesis Testing Procedure

 H0:μ1=μ2=μ3 vs. 

 Ha: at least two μ’s different

50
Rowe, D.B.

Step 1

Step 2

.05 =
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12: Analysis of Variance
12.1 Introduction to the Analysis of Variance

Hypothesis Testing Procedure

 

51
Rowe, D.B.

Step 3

Step 4 Step 5

* critF F

.00 .01 − p value

− p value 

42.25
* 44.47

0.95
= =F

α=0.05

Decision: Reject H0

0.01=

* 44.47=F

Classical approach

0.05=

F(2,10,0.05)=4.10

* 44.47=F
Fcrit=4.10

.00 .01 − p value

2 2 2 241 35 15 (91)
( ) 84.5

4 5 4 13

 
= + + − = 
 

SS temperature

2 2 241 35 15
( ) 731.0 9.5

4 5 4

 
= − + + = 

 
SS error
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Statistical Inference

Rowe, D.B.
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Statistical Inference: 
 

53

one two three

Number of Populations

Parameter



2

p

Parameters Parameters

1 2, 

2 2

1 2, 

1 2,p p 1 ,..., k 

2 2

1 ,..., k 

1,..., kp p

Rowe, D.B.
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Statistical Inference: Procedures for μ

 

 

sign-test

(nonparametric median)

54

yes

known?

yes no

Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

no

(Assume or Test for Independent Observations

min(n(-),n(+))0*
/

−
=

x
z

n





0*
/

−
=

x
t

s n



n large?

yes no

0*
/

−
=

x
z

s n



2

standard 

normal 

distribution

Student-t 

distribution

df=n-1

standard 

normal 

distribution

custom 

distribution 

and table

Rowe, D.B.
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Statistical Inference: Procedures for μ 1-μ2

55

yes

Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

no

(Assume or Test for Independent Observations

Independent Populations Dependent Populations

*
/

−
= d

d

d
z

s n


*

/

−
= d

d

d
t

s n



n large n smallknown unknown

1 2 1 2

2 2

1 2

1 2

( ) ( )
*

− − −
=

+

x x
z

n n

 

 

normal

F test

2 2

1 2 = 2 2

1 2 

2 2

1 2&  2 2

1 2& 

1 2 1 2

1 2

( ) ( )
*

1 1

− − −
=

+p

x x
z

S
n n

  1 2 1 2

1 2

( ) ( )
*

1 1

− − −
=

+p

x x
t

S
n n

 

normal

Student-t 

1 2 1 2

2 2

1 2

1 2

( ) ( )
*

− − −
=

+

x x
t

s s

n n

 
1 2 1 2

2 2

1 2

1 2

( ) ( )
*

− − −
=

+

x x
z

s s

n n

 

n large
n large

n small
n small

yes

Mann–Whitney U test

1 1

* ( , )
= =

=
n m

i j

i j

U S x y

1,

( , ) 1 / 2,

0,

 


= =
 

i j

i j i j

i j

x y

S x y x y

x y

custom distribution and 

table or large n normal

Independent Populations

Dependent 

Populations
sign-test

(nonparametric median)

min(n(-),n(+))

Rowe, D.B.

normal Student-t 
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Statistical Inference: Procedures for μ1,…,μk

 

 

56

Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

(Assume or Test for Independent Observations

yes no

2

1

2

2

*=
s

F
s

F-distribution

df1=n1-1

df2=n2-1

Rowe, D.B.

Kruskal-Wallis Test

ANOVA Test

Equal variances

(Levene or Bartlet Test)

yes no

2

.1

2

1 1

( )
* ( 1)

( )

=

= =

−
= −

−


 

i

k

ii

k n

iji j

r r
H n

r r

. 1

1
=

= 
in

i ijj
i

r r
n

rij=rank of obs j in pop i

1
( 1)

2
= +r n

Special distribution and table.

Welch’s Test

2

1

2

2

*=
s

F
s

F-distribution

df1=n1-1

df2=1/Λ

2

1

1

2

1

3
1

1

=

=

 
 −
 
 

−
 =

−




j

k

jk j

j
j

w

w

n

k
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Statistical Inference: Procedures for p

 

 

57

n-Large

yes no

0

0 0

'
*

(1 )

−
=

−

p p
z

p p

n

Normal 

distribution

Rowe, D.B.

' =
x

p
n

Binomial Distribution

0 0

!
( ) (1 )

!( )!

−= −
−

x n xn
P x p p

x n x

p-value= 0 0

!
(1 )

!( )!

−



−
−

 i n i

x i

n
p p

i n i
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Statistical Inference: Procedures for p1-p2

 

 

58

n-Large

yes no

1 2 0,1 0,2

1 2

( ) ( )
*

1 1
(1 )

 − − −
=

 
 − + 

 
p p

p p p p
z

p p
n n

Normal distribution

Rowe, D.B.

1 2
 −p p

1 2

1 2

p

x x
p

n n

+
 =

+

1
1

1

x
p

n
 = 2

2

2

x
p

n
 =

yes

2

2

1

( )
*

=

−
=

k j j

j
j

O E

E


Chi-Square  distribution

df=k-1

=

Fisher’s exact test

1 2 1 1 2 2

1 1 1

1 2

1 2

1

( , )

+ − + −  
  

−  =
+ 

 
 

x x n x n x

x n x
P x x

n n

n

Sum probabilities of more 

extreme values to get p-value
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Statistical Inference: Procedures for σ2

 

 

59

Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

(Assume or Test for Independent Observations

yes no
2

2

2

0

( 1)
*

−
=

n s




Chi-Square 

distribution

df=n-1

Bootstrap 

Resampling

Rowe, D.B.

Select many samples 

of size n from x1,…,xn 

with replacement. 

Calculate s2 from each.

Calculate sample variance of s2’s.

Look at percentiles.
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Statistical Inference: Procedures for σ2, σ2

60

Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

(Assume or Test for Independent Observations

yes no
2

1

2

2

*=
s

F
s

F-distribution

df1=n1-1

df2=n2-1

Rowe, D.B.

1 2

Levene test

Bartlet test

2

. ..1

2

.1

( ) ( )
*

( 1) ( )

=

= =

− −
=

− −


 

i

k

i ii

k n

ij ii j

n k n A A
W

k A A

F-distribution

df1=n1-1

df2=n2-1

.| |= −ij ij iA y y

Pop i Obs j

“.”=sum over

2 2

1

1

( )ln ( 1)ln
*

1 (1/ (3( 1)))(( 1 / ( 1)) 1 / ( )

=

=

− − −
=

+ − − − −




k

p i ii

k

ii

n k s n s
T

k n n k

Chi-Square  distribution

df=k-1
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Statistical Inference: Procedures for σ2,…,σ2
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Normally Distributed Data
(Q-Q Plot, Kolmogorov-Smirnov, Lilliefors, Jarque-Bera, Anderson-Darling)

(Assume or Test for Independent Observations

yes no
2

1

2

2

*=
s

F
s

F-distribution

df1=n1-1

df2=n2-1

Rowe, D.B.

1 k

Levene test

Bartlet test

2

. ..1

2

.1

( ) ( )
*

( 1) ( )

=

= =

− −
=

− −


 

i

k

i ii

k n

ij ii j

n k n A A
W

k A A

F-distribution

df1=n1-1

df2=n2-1

.| |= −ij ij iA y y

Pop i Obs j

“.”=sum over

2 2

1

1

( )ln ( 1)ln
*

1 (1/ (3( 1)))(( 1 / ( 1)) 1 / ( )

=

=

− − −
=

+ − − − −




k

p i ii

k

ii

n k s n s
T

k n n k

Chi-Square  distribution

df=k-1
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Final Exam

Monday 12/11/23

10:30am - 12:30pm

Cudahy Hall 001

Rowe, D.B.
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