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Background of FMRI

A younger Dr. Rowe at the MRI machine trying to look smart.
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Background of FMRI

FMRI (Functional magnetic resonance imaging) is a non-invasive 

MRI technique to obtain volume images of the brain while a 

subject/patient is performing a task.

There are n volumes of the brain measured during the scan.

Each volume image parcellated into a lattice cuboids called voxels.

There are n time measurements in each voxel forming a time series.

Statistics are performed on the n measurements in each voxel. 
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Background of FMRI 
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Background of FMRI

Dr. Rowe’s research is to develop technology for FMRI brain imaging.

The data shown here is from an old scan to illustrate statistical methods. 

There are n brain volumes measured during bilateral finger tapping.

Brain activation is expected to be seen in the motor cortex.
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Background of FMRI

A bilateral sequential finger-tapping experiment was performed

in a block design with 16-s off (no tap) followed by eight epochs

of 16-s on (tap) and 16-s off (no-tap). 

Rowe DB, Logan BR. A complex way to compute fMRI activation. Neuroimage 23(3):1078-1092 (2004).
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Background of FMRI

First volume

image is always

brightest and I

use for an 

anatomical 

underlay.

FMRI uses T2*

images so greyscale

is reversed.
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Background of FMRI 

Pixel intensity

decreases to 

steady state 

by around the 

fourth volume 

image. 

So we delete 

the first 3.
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Background of FMRI

A bilateral sequential finger-tapping experiment was performed

in a block design with 16-s off (no tap) followed by eight epochs

of 16-s on (tap) and 16-s off (no-tap). 

Rowe DB, Logan BR. A complex way to compute fMRI activation. Neuroimage 23(3):1078-1092 (2004).

10D.B. Rowe

Tap Fingers

during blue on

expect red on

ON

OFF

ON

OFF OFF OFF OFF OFF OFF OFF OFF

ON ON ON ON ON ONON

Block Experimental Design
Expected Hemodynamic Response 

MATH 1700



Estimating Mean and Variance

In Chapter 2 of the textbook, we discussed measures of central tendency 

and measures of variability.

Mean, median, mode, deviation, z-score, variance, standard deviation, ….

11D.B. Rowe

MATH 1700



Estimating Mean and Variance

Remember this slide?

Class 02 Lecture

Equation 2.1 p. 63
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Estimating Mean and Variance 

Chapter 2

Sample Mean

Equation 2.1 p. 63

In each voxel.
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Estimating Mean and Variance

Remember this slide?

Class 02 Lecture

Equation 2.9 p. 77
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Estimating Mean and Variance 

Chapter 2

Sample Variance

Equation 2. p. 76

In each voxel.
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Hypothesis Testing on Mean

In Chapter 9 of the textbook, we discussed hypothesis testing on 

the mean μ assuming we don’t know σ2. 

H0: μ ≥ μ0 vs. Ha: μ < μ0

H0: μ ≤ μ0 vs. Ha: μ > μ0

H0: μ = μ0 vs. Ha: μ ≠ μ0
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Hypothesis Testing on Mean

Remember this slide?

Class 17 Lecture

Equation 9.2 p.420 
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Hypothesis Testing on Mean 

H0: μ ≤ 1.0 

        vs. 

Ha: μ > 1.0

In each voxel.
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Hypothesis Testing on Mean 

H0: μ ≤ 1.0 

        vs. 

Ha: μ > 1.0

α=0.05, tcrit=1.65

Black Fail to Reject H0

White Reject H0

We can easily determine 

within brain voxels!
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Hypothesis Testing on Variance

In Chapter 9 of the textbook, we discussed hypothesis testing on 

the variance σ2. 

H0: σ
2 ≥ σ0

2 vs. Ha: σ
2 < σ0

2

H0: σ
2 ≤ σ0

2 vs. Ha: σ
2 > σ0

2

H0: σ
2 = σ0

2 vs. Ha: σ
2 ≠ σ0

2
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Hypothesis Testing on Variance

Remember this slide?

Class 19 Lecture

Equation 9.10. p. 456 
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Hypothesis Testing on Variance 

H0: σ2 ≤ 0.009

        vs. 

Ha: σ
2 > 0.009 

In each voxel.
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Hypothesis Testing on Variance 

H0: σ2 ≤ 0.009

        vs. 

Ha: σ
2 > 0.009 

α=0.05, χ2crit=307

Black Fail to Reject H0

White Reject H0

We can easily determine 

Grey matter voxels!
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Hypothesis Testing on Variance

In Chapter 10 of the textbook, we discussed hypothesis testing on 

the difference in means μ1 - μ2.

H0: μ1 ≥ μ2 vs. Ha: μ1 < μ2 

H0: μ1 ≤ μ2 vs. Ha: μ1 > μ2 

H0: μ1 = μ2 vs. Ha: μ1 ≠ μ2 
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Hypothesis Testing on Difference in Means 
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Hypothesis Testing on Difference in Mean

Remember this slide?

Class 19 Lecture

Equation 9.10. p. 456 
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Hypothesis Testing on Difference in Mean 

Chapter 10

Sample Mean 1

(during task)

Equation 2.1 p. 63

In each voxel.
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Hypothesis Testing on Difference in Mean 

Chapter 10

Sample Mean 2

(during nontask)

Equation 2.1 p. 63

In each voxel.
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Hypothesis Testing on Difference in Mean 

H0: μ1 ≤ μ2 

        vs. 

Ha: μ1 > μ2

In each voxel.
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Hypothesis Testing on Difference in Mean 

H0: μ1 ≤ μ2 

        vs. 

Ha: μ1 > μ2

α=.0001, tcrit=3.83

Black Fail to Reject H0

White Reject H0

We can determine

task active voxels!
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Hypothesis Testing on Difference in Mean 

H0: μ1 ≤ μ2 

        vs. 

Ha: μ1 > μ2

Superimpose.

In each voxel.
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Discussion

The statistical methods that we’ve learned in class are very powerful.

There are many important applications where they can be used.

This is only one possible important application.

You are really learning great stuff and there is a reason you are in 

this class.
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Discussion

 Questions?
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Homework

1. Perform the hypothesis test for differences in population means

 H0: μ1 ≤ μ2 vs. Ha: μ1 > μ2

 for the one active and 

 one inactive voxels.
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