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6. Normal Probability Distributions
6.1 Normal Probability Distributions

The mathematical formula for the normal distribution is (p 269):

1( x— 2
_[ ﬂ) f(x)
f (X) — i

o~N 27T
where

e =2.718281828459046...

Total area=1.

I X
= 3.141592653589793...

1« = population mean —00 < X, 44 < +00

c = population std. deviation O<o

We will not use this formula. Figure from Johnson & Kuby, 2012.
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6. Normal Probability Distributions
6.2 The Standard Normal Probability Distributions

Example: Here is a normal distribution with 4 = 5 and ¢ = 4.

Let’'s say we want to

| know the red area under
1 the normal distribution
between x, = 2.28 and

| x,=9.28.

f(x)

1 What is the area under
| the normal distribution
X between these two
values?
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6: Normal Probability Distributions X — L

6.2 The Standard Normal Probability Distributions £ = -

Example: Here is a normal distribution with 4 = 5 and ¢ = 4.

vl TX)

1
5 0

Area between

228 H=5 9.2810 5 -1.36 #=0 214

X, and x, Is the same as area between z, and z,,.

We find z, = (x, - uw)o =-1.36 and z, = (X, - u)/lo= 2.147

Z

5
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6. Normal Probability Distributions
6.2 The Standard Normal Probability Distributions

Now we can simply look
up the z areas in a table.

Appendix B Table 3
Page 716.

04

0251

Standard normal curve p=0 and ¢?= 1.

 (2)
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6: Normal Probability Distributions

- TABLE 3
Appe n d IX B Cumulative Areas of the Standard Normal Distribufion

z, =-1.36
Z,=2.14

Cuomulative
Probability
\H'.

Table 3 The entries in this table are the cumulative probabilities for the standard

Page 716

First Decimal Place in z

normal distribution z (that is, the normal distribution with mean O and
standard deviation 1). The shaded area under the curve of the standard
normal distribution represents the cumulative probability to the left of a
z-value in the lefi-hand tail.

z

=50
—4.5
—4.0

0. QOO0
0.000000
0.00003

000005
LU
D30
LU
DL

0.0003
00005
00007
00018
0.0014

Q00003

O O005
QD000
Q0010
OO0
02

Q0003
0005
Q0007
Q000
G g

0.00003

000004
LS
Q00010
00002
00002

0.0003
0.0005
0,000
0.0005
00013

0.03

{3.00003

(LR
LG
G010
L) | 4

DR N

(.0003
03.0004
(0.0006
(.000%
0.0012

Second Decimal Placein z

00003

2. QRO
L LIS
LR
L LECH] 4
LU

0000
L0004
0, 0000
0000
00012

0.00003

00000
OO0
EE )
0000015
0.0002

0.0003
(0. 0004
0. 0008
0.0008
0,001

0.06

OL00002

0.00004
0.00006
0.00008
0.00013
0.0002

G.0003
.000d
QL0006
C.000E
Qo1

o7

0.00002

D000
G
CLO000s
|2
D002

00003
00004
0005
20008
i |

0.0000E

L0
DO
DL0000
DL
L0

0.0003
0000
0.0005
0.0007
00010

0.09

—2% | 00019 G000 H 00008 pLE Iy D00 & 00014 PRI Q0015 D004 00014
—2H | 00024 G .U VLR 87 UL LU i | G021 0.0 D09
=27 | 00035 0034 0.0033 G002 D 0.0030 Q.002e QU002 D.00s 000G
=28 | 0.0047 IEER AL b R g A2 0,000 Q00F 00038 0.0 R RK ]
=25 | D.00s2 el 0.3059 VR LKL 0005 LR, s | 0.0049 00048
=24 | 00082 QOO0 0.0078 OO0Rs 0,007 3 0,00 QUO0F0 Q0068 00056 0.0064
23| 0.0M0F 0104 D.0102 008 000G 0.0054 0.0081 LOOEs 0.0087 0.0084
=22 00139 20135 00132 L] bt oL 26 00122 colle 00114 02113 Q0110
=21 0.0179 0.0174 0.0170 GOIO5 0.0162 0.0158 .00 54 20150 0.0144 00143
=20 | 0.0228 Q0222 0.0217 DERR Y b 00207 00202 Q019F Q0192 D.0188 00183

0.z, Qe | 0.0 G02GH D242 00255 00250 00244 0.0239 00233

0,339
L0465
0.0548

0.0658

LR
IERRL R S
Gy
b

.4
R Wy
L.
0.0643

(1.0334
.0418
0.0514
{.0630

A P
0.0409
.00k
UG

UREE
0.040
AT L
AR

0314
e
0l
LG

s
0384
s
Rt

RO ]
D355
0. UG
0.0

0.00%4
0.0367
LS
LL5aY
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6: Normal Probability Distributions 7, = -1.36
Appendix B, Table 3, Page 716 z,=2.14

TABLE 3

Cumulative Areas of the Standard Normal Distribution f.’r";";h';'tflrl:'f;
The entries in this table are the cumulative probabilities for the standard By
normal distribution z (that is, the normal distribution with mean () and

standard deviation 1). The shaded area under the curve of the standard z a

normal distribution represents the cumulative probability to the left of &
z-value in the lefi-hand tail.

P(z<-1.36)=Area less than -1.36.

03

0251

We get this from Table 3.
Row labeled -1.3 over to column
Labeled .06.

1 1
-5 -1.36 0 2.14 YA 5
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6: Normal Probability Distributions 7, = -1.36
Appendix B, Table 3, Page 717 z,=2.14

TABLE 3

Cumulative
Cumulative Areas of the Standard Normal Distribution (continued) Probability
The entries in this table are the cumulative probabilities for the standard
normal distribution z (that is, the normal distribution with mean () and ;

standard deviation 1). The shaded area under the curve of the standard 0 -

normal distribution represents the cumulative probability to the left of &
z-value in the lefi-hand tail.

P(z<2.14)=Area less than 2.14.
We get this from Table 3.
Row labeled 2.1 over to column
Labeled .04.

1 1 4
-5 -1.36 0 2.14 YA 5
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6. Normal Probability Distributions 2, =-1.36
Appendix B, Table 3, Page 716-717

Z,=2.14
= 00 0.01 0.02 0.03 0.04

0.05 0.06 0.07

=t P

2.1
) *)

'|5(-1".'é6<z<2':i4) =
0.8969 =
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6. Normal Probability Distributions
6.2 The Standard Normal Probability Distributions

Example: Here is a normal distribution with 4 = 5 and ¢ = 4.

f(x)

Area between x, and X, IS same as the area between z, and z,.

Rowe, D.B.

9.2810

04

0.35

03F

0251

02F

015

01

z, =-1.36
Z,=2.14

 (2)

-1.36

0

214

11

Z

5
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6. Normal Probability Distributions
6.3 Applications of Normal Distributions

Example: 16
Assume that 1Q scores are | |
normally distributed with a | |
mean y of 100 and a standard L o

. 52 68 84 100 116 132 148  x
deviation ¢ of 16. "

N

If a person is picked at random,
what is the probability that his
or her IQ is between 100 and
1157 —

i.e. P(100 < x <115) ? i ¥

U
Figures from Johnson & Kuby, 2012.

12

Rowe, D.B.
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6. Normal Probability Distributions
6.3 Applications of Normal Distributions

|Q scores normally distributed \
1=100 and ¢=16.
P(100 < x <115) o

X — 11 x, =100 100 115 X
L= X, =115
o
7 = X, — U :100—1OO:O
o 16
_ B 100 115 X
L, = X~ H = 115-100 —=0.94 0 0.94 Z
o 16

Figures from Johnson & Kuby, 2012.

13
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6. Normal Probability Distributions
6.3 Applications of Normal Distributions

Now we can use the table.

A 4\

100 115 [O0 115 X 100 115 X
0 0.94 0 094 Z 0 094 z

P(0<z<094) = P(z<094)-P(z<0)
= 0.8264 —.5
= 0.3264

Figures from Johnson & Kuby, 2012.
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6. Normal Probability Distributions

6.4 Notation
Example: i R
Let @=0.05. Let’s find z(0.05). )
P(z>z(0.05))=0.05. P(z>2(0.05))
0.92500 /

Same as finding P(z<z(0.05))=1-0.05.

0.05=P(z>z(0.05))

Figures from Johnson & Kuby, 2012.

15
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6. Normal Probability Distributions
6.4 Notation

Example:
Same as finding P(z<z(0.05))=0.95.

)

4 0.00 o0 .02 0.03 0.04 00s 0.06 oo 0.08 00
O 5199 1S
N | < g > ar =
» 2 - | -~ M I3
>3 ! 2 24 LR i
y 4 < < & £d44
y & - e - )
2 s ; - 4
24 s = 254 & B = 20
» 7 > 2 »
7 L 4 ToHd Pd
) 24
1. 5 5 45 BA™
—> 1.4 45 453 A7 4 4 O . 4
| ‘ oot | 29
I B v (325 V- AN ) T
1.9 7 J 0
20 D773 DO O//B D OSB3 O Q/BE O V703 ) DIOR ) PR3 O VBOR QOUB1Z OoR1/
2 1 v s ~ 24 : - : - s . 3 S
v ) DRAOE O ORS O ORS DR/ R DRE O VURRA
2.3 &8 R == gV O S0 0 9009 09911 O9OD13 0.1
) A < } D034

1.645 Figures from Johnson & Kuby, 2012.
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

When we take a random sample x,,..., X, from a population,

one of the things that we do is compute the sample mean X.

The value of X is not 4. Each time we take a random sample
of size n (with replacement), we get a different set of values

Xy1,..., X, @nd a different value for X.

There is a distribution of possible X’s.

Rowe, D.B.
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

N=5 balls in bucket, select n=1 with replacement.
Population data values: 0, 2, 4, 6, 8.

X [P(X) PX 5 possible values

A
0@ | s o
(&) (o) 2 |1/5 o9
4 |1/5 *"
o [us

8 |1/5 ,

0 2 4 6 8
X

/U:;[Xip(xi)]:4 o’ = [(Xi_ﬂ)zp(xi)]ZS o = 822\/5

n
i=1

Rowe, D.B.
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

Example:
N=5 balls in bucket, select n=2 with replacement.
Population data values: 0
0,2,4,6,8. (0,0) (2,0) (4,0) (6,0) (8,0
0,2) (2,2) (4,2) (6,2) (8,2)
@ @ 0,4) (2,4) (4,4 (6,4) (8,4
@ @ (0,6) (2,6) (4,6) (6,6) (8,6)
0,8) (2,8) (4,8 (6,8) (8,8

25 possible samples
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8,0)
8,2)

. : 1F 25 possible (00 (20) (40) (60)
7: Sample Variability camoles. 02 @2 (42 62

7.2 The Sampling Distribution of Sample Means®4 @4 @4 64 @4
(0,6) (2,6) (4,6) (6,6) (8,6)

0,8) (2,8) (4,8) (6,8) (8,8
Example: N=5, values: O, 2, 4, 6, 8, n=2 (with replacement).

0, one time P(X=0)=1/25

X =
Prob. of each samples X =1 twotimes ~ P(X=1)=2/25
mean = 1/25 = 0.04 X =2, threetimes P(X =2)=3/25
X = 3, four times P(X=3)=4/25
01234 7 x=4, fivetimes —~ P(X=4)=5/25
12345 X =5, four times P(X=5)=4/25
2.3 456 X =6, threetimes P(X =6)=3/25
3 45 6 7 X =7, two times P(X=7)=2/25
4 5 6 7 8 X =8, one time P(X=8)=1/25

20
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

Example: N=5, values: O, 2, 4, 6, 8, n=2 (with replacement).

PIX=0)=1/25 PE) A fimation with & histogram.
P(X=1) =2/25 '
P(X=2)=3/25 B Velies of 1357 are.
P(X=3)=4/25 4200 e
~x—a_5/25 Ol

P(X=5)=4/25 e

P(X=6)=3/25 0.04 -
P(X=7)=2/25
P(X=8)=1/25

Llo b lbe bl badal
012345¢6 738

Figure from Johnson & Kuby, 2012.

>
X

21

Rowe, D.B.
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

Example: N=5, values: O, 2, 4, 6, 8, n=1 or 2 (with replacement).

P(x) 1

0.2}
0.16f
0.12f
0.08F

0.04f

X

from n=1 distribution

P@) A

0.20 [~
0.16 [
0.12
0.08 [~
0.04 -

X from n=2 distribution

|
0 1

234567

|
8

22

>
X

Figure from Johnson & Kuby, 2012.
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/. Sample Variability

7.2 The Sampling Distribution of Sample Means

X from n=1 distribution

POOA

0.2]
0.16
0.12
0.08f

0.04

P(X)A

P(x) A

ﬂ7:4’02\/§

—

0.20
0.16 [
012
0.08 [~
0.04 -

1. A mean y7a equal to,u ig
2. Astandard dewatlon o, equal to. f

X from n=2 distribution

My :4’G¥ :\/é/\/E

] S | o 1

012345¢678

Figure from Johnson & Kuby, 2012.

>
X

X from n=3 distribution P A X from n=4 distribution

Hy =4,0y :\/g/\/§

0.20
0.16
0.12
0.08
0.04

n large?

Uy =40, =\8/N4  —

?
Looks like?

—>
X

\ See end of slides for details

012345678

>
X

o, =8/

Looks like?
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

Sample distribution of sample means (SDSM):
If random samples of size n, are taken from ANY population
with mean ¢ and standard deviation o, then the SDSM has:

1. Amean x4 equal to u o

2. A standard deviation o, equal to Jn

Central Limit Theorem (CLT): The sampling distribution of
sample means will more closely resemble the normal
distribution as the sample size n increases.

Rowe, D.B.
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/. Sample Variability
7.2 The Sampling Distribution of Sample Means

The CLT: Assume that we have a population (arbitrary
distribution) with mean ¢ and standard deviation o.

If we take random samples of size n (with replacement),
then for “large” n, the distribution of the sample means
the X's is approximately normally distributed with

Hy = H, Gizi
Jn

where in general n =30 is sufficiently “large,” but can be as small
asl5 or as big as 50 depending upon the shape of distribution!

25

Rowe, D.B.
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/. Sample Variability
7.3 Application of the Sampling Distribution of Sample Means

Example:
What is probability that sample mean X from a random sample
of n=15 heights is greater than 70" when ¢ =67.5 and o =3.7?
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/. Sample Variability
7.3 Application of the Sampling Distribution of Sample Means

Example:
What is probability that sample mean X from a random sample
of n=15 heights is greater than 70" when ¢ =67.5 and o =3.7?

P(70 <X)

|
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/. Sample Variability
7.3 Application of the Sampling Distribution of Sample Means

Example:
What is probability that sample mean X from a random sample
of n=15 heights is greater than 70" when ¢ =67.5 and o =3.7?

P(70<X) we first convert
to z scores
7 — X — Hy
X 67
d= b— 15
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/. Sample Variability
7.3 Application of the Sampling Distribution of Sample Means

Example:

What is probability that sample mean X from a random sample
of n=15 heights is greater than 70" when ¢ =67.5 and o =3.7?

P(70 < X) we first convert P(d <z)
to z scores
7 =X 1 Pa<m
07

b-p, E

x|
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/. Sample Variability
7.3 Application of the Sampling Distribution of Sample Means

Example:
What is probability that sample mean X from a random sample
of n=15 heights is greater than 70" when ¢ =67.0 and o =4.3?

P(70 < X) we first convert P(d <z)

" to z scores

. 1 P(z<d)
b=70 X 07

b—wu 70-67.0
whered = Hx =2.70 , then use the table in book.

oy  43/415 1- P(z < 2.70) =1-.9965 = 0.0035
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8: Introduction to Statistical Inference
8.1 The Nature of Estimation

Point estimate for a parameter: A single number ...,
to estimate a parameter ... usually the .. sample statistic.

l.e. X Is a point estimate for u

Interval estimate: An interval bounded by two values and
used to estimate the value of a population parameter. ....

l.e. X*(someamount) is an interval estimate for .

point estimate + some amount
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8: Introduction to Statistical Inference
8.1 The Nature of Estimation

Significance Level: Probability parameter outside interval, o.
P(x not in X £ some amount) =«

Level of Confidence 1-a:

P( X —some amount < xz <X +some amount) =1—«

Confidence Interval:

point estimator = some amount that depends on
confidence level

32
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8: Introduction to Statistical Inference
8.2 Estimation of Mean u (o Known) By SDSM

— lLl_ = ILI’ O-K —_ -
- . . : X — X
What this implies isthat = z= Hs Vn
GX

has an approximate’ standard normal distribution!

P(-1.96<7<1.96)=0.95  a=05

Or more generally,

P~z(al2)<z<z2(al?2)=1-«

! .. T | Z 4
z(a 1 2) called the confidence coefficient. 1 ¢
2(.025)=-1.96  2(.025))=1.96

33

Rowe, D.B.
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8: Introduction to Statistical Inference

8.2 Estimation of Mean u (o Known)
P(-z(al2)<z<z2(al2)=1-«

With some algebra, we sawV Y,
—2(a 1 2) g Z(a ] 2) > Z

< Z an
v _ Y_ .
2al2) < XM 2al?) > =5
Oy X
o - 2(al2)-2 > X—u
—z(aIZ)ﬁ < X—u /n
_ o < _ 2(al2)2Z-%x > —u
Z(05/2)\/H X < 7, /n
O
x+z(a/2)% > 7 X—Z(Of/z)ﬁ < U
n
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8: Introduction to Statistical Inference
8.2 Estimation of Mean u (o Known)

Thus, a (1-a)*x100% confidence interval for u is

O
Xtz2(a/l2)—
Jn

which if ¢=0.05, a 95% confidence interval for u is
711.96i | 2(.025))=1.96

7n

Confidence Interval for Mean:

O

7—2(05/2)\/5 to X+2(al2)

O

Jn

(8.1)
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8: Introduction to Statistical Inference

8.2 Estimation of Mean u (o Known) each sample a
different interval

of same width
Philosophically, u is fixed and the interval varies. /

If we take a sample of data, X,..., X; R
and determine a confidence interval R

from it, we get. - NN R
Xtz2(al2)— e e s

Jn I B

If we had a different sample of data, .
Yir--- Y, we would have determined o
a different confidence interval. e

o

yxz(al?2)

N n Figure from Johnson & Kuby, 2012.
36
Rowe, D.B.
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8: Introduction to Statistical Inference
8.2 Estimation of Mean u (o Known)

We never truly know if our CI from our sample of data will

contain the true population mean .

But we do know that there is a (1-a)*x100% chance

that a confidence interval from a sample of data will contain .




Marquette University MATH 1700

8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

Example 1: Friend’s Party.
H,: “The party will be a dud”

VS.
H,:“The Party will be a great time”

Example 2: Math 1700 Students Height
H,: The mean height of Math 1700 students is 69", u = 69".

VS.
H,: The mean height of Math 1700 students is not 697, u # 69”.

38

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

Example 1: Friend’s Party
HOZ “The party will be a dud” Four outcomes from a hypothesis test.

VS Party Great | Party a dud.
.G - - » We go. Correct Type |
H_: “The Party will be a great time Decision S
If do not go to party and it’s great,| We do Type| 4 Correct
. not go. Error Decision
we made an error in judgment. N

If go to party and it’s a dud, d

we made in error in judgment.

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

Example 2: Math 1700 Height
Hy: n = 69°

Four outcomes from a hypothesis test.

VS u =69 u# 69
: " Fail to Correct Type Il
Ha: u # 69 reject Decision Error
HO. /
If we reject Hy and it is true, Reject Type| / Correct
Ho. Error Decision

we made in error in judgment.

If we do not reject H, and it is false,

we have made an error in judgment.

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

Type | Error: ...true null hypothesis H, Is rejected.

Level of Significance (a): The probability of committing a
type | error. (Sometimes « is called the false positive rate.)

Type Il Error: ... favor ... null
hypothesis that is actually false.

Type Il Probability (f):
The probability of committing
a type Il error.

H, True H, False
Do Not Type A Type |
Reject Correct Error
H, Decision B
(1-a)
Reject Type | Type B
H, Error Correct
(o) Decision
(1-5)

Rowe, D.B.

41
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8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

We need to determine a measure that will quantify what we
should believe.

Test Statistic: A random variable whose value is calculated
from the sample data and is used in making the decision
“reject H,: or “fail to reject H,.”

Example: Friend’'s Party
Fraction of parties that were good.

Example: Math 1700 Heights
Sample mean height.

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 The Nature of Hypothesis Testing

HYPOTHESIS TESTING PAIRS

Null Hypothesis Alternative Hypothesis

I'. Greater than or equal fo (=] less than (<
2. less than or equal to (=] Greater than (>
3. Equal o (=] Not equal to (#]

TABLE 8.6 Common Phrases and Their Negations

At least less than At most More than Is Is not

No less than  less than | No more than More than Not different from  Different from
Not less than  Lless than | Not greater than ~ Greater than | Same as Not same as

Figure from Johnson & Kuby, 2012.

43
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

HYPOTHESIS TESTING PAIRS

Null Hypothesis Alternative Hypothesis

I'. Greater than or equal fo (=] Less than (<)
2. less than or equal to (=] Greater than [>]
3. Equal 1o (=] Not equal to (#]

/
Ho: ¢ =69" vs. H: u# 69"

Figure from Johnson & Kuby, 2012.

44
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

Step 1 The Set-Up: Null (Hy) and alternative (H,) hypotheses
Hy: u=69" vs. H_. u # 69"
Step 2 The Hypothesis Test Criteria: Test statistic.

s X Hy o known, n is “large” so by CLT X is normal
o/n Z* IS normal
Step 3 The Sample Evidence: Calculate test statistic.
e XMy 67.2-69 n=15, X=67.2, c=4
—-1.74
U/I 4/\/7 normal

Step 4 The Probability Distribution:
P(z>|z*|) = p—value — 0.0819 174 174
Step 5 The Results: “ex 0 zx

p—value<a , reject Hy,[p - value>« fail to reject Hy| «=0.05

0.0409,

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

HYPOTHESIS TESTING PAIRS

Null Hypothesis Alternative Hypothesis

I'. Greater than or equal fo (=] Less than (<)
/2 Tess than or equal fo [=] Greater than (>
3. Equal o (=] Not equal to (#]

Ho: £ 269" vs. H: u<69”

Figure from Johnson & Kuby, 2012.

46
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

Step 1 The Set-Up: Null (Hy) and alternative (H,) hypotheses
Hy: « 269" vs. H.: u <69’
Step 2 The Hypothesis Test Criteria: Test statistic.

s X Hy o known, n is “large” so by CLT X is normal
o/n Z* IS normal
Step 3 The Sample Evidence: Calculate test statistic.
w_ X~ My 672-69 n=15, X =67.2,0=4
L™= = =-1.74
olJn 4115 normal

Step 4 The Probability Distribution: 4409
P(z<z*)=p-value — 0.0409

~1.74,
Step 5 The Results: 2% 0

p—value<a , reject Hy, |p - value>« fail to reject H,  «=0.05

a7

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

HYPOTHESIS TESTING PAIRS

Null Hypothesis Alternative Hypothesis

1. Greater than or equal fo (=] Less than (<]
2. less than or equal to (=] Greater than (>
/5. tqual fo (=) Not equal fo (#

Ho: £ 69" vs. H: u>69"

Figure from Johnson & Kuby, 2012.
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

Step 1 The Set-Up: Null (Hy) and alternative (H,) hypotheses
Hy: «<69" vs. H.: u> 069"
Step 2 The Hypothesis Test Criteria: Test statistic.

s X Hy o known, n is “large” so by CLT X is normal
o/n Z* IS normal
Step 3 The Sample Evidence: Calculate test statistic.
w_ X~ My 672-69 n=15, X =67.2,0=4
L™= = =-1.74
olJn 4115 normal

0.9591

*

Step 4 The Probability Distribution:
P(z>7*)=p-value — 0.9691 174

Step 5 The Results: X0

p—value<a , reject Hy,[p - value>« fail to reject Hy| «=0.05

Rowe, D.B.
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8: Introduction to Statistical Inference
8.4 Hypothesis Test of Mean (¢ Known): Probability Approach

Step 1 The Set-Up: Null (Hy) and alternative (H,) hypotheses
Hy: u=69" vs. H_. u # 69"
Step 2 The Hypothesis Test Criteria: Test statistic.

s X Hy o known, n is “large” so by CLT X is normal
o/n Z* IS normal
Step 3 The Sample Evidence: Calculate test statistic.
e XMy 67.2-69 n=15, X=67.2, c=4
—-1.74
U/I 4/\/7 normal

Step 4 The Probability Distribution:
P(z>|z*|) = p—value — 0.0819 174 174
Step 5 The Results: “ex 0 zx

p—value<a , reject Hy,[p - value>« fail to reject Hy| «=0.05

0.0409,

Rowe, D.B.
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8: Introduction to Statistical Inference
8.5 Hypothesis Test of Mean (¢ Known): Classical Approach

Step 1 The Set-Up: Null (Hy) and alternative (H,) hypotheses
Hy: u=69" vs. H_. u # 69"
Step 2 The Hypothesis Test Criteria: Test statistic.

s X Hy o known, n is “large” so by CLT X is normal
o/n Z* IS normal
Step 3 The Sample Evidence: Calculate test statistic.
o XMy _ 67.2-69 _ n=15, X =67.2,0=4
—-1.74
U/\/7 4/\/7 normal

Step 4 The Probability Distribution:
a = 0.05, z(a/2)=1.96

0.025

|

Step 5 The Results: ~1.96 7°=-1.740 1.96
|zx|>z(a ] 2) , reject Hy,|| zx|< z(a / 2) fail to reject H,

Rowe, D.B.



Marquette University MATH 1700

8: Introduction to Statistical Inference
8.5 Hypothesis Test of Mean (6 Known): Classical Approach

There are three possible hypothesis pairs for the mean.

Non-Critical

Ho: 1t 2 uo vS. Hy: i < g - Critical _
Region

Region
Reject H, if  less than

— . i R . . ] -
X — 1, _ eject Fail to Reject

data indicates u < u,

because X is “a lot” ' /

smaller than £ 7* ov 0 Y-

Rowe, D.B.
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8: Introduction to Statistical Inference
8.5 Hypothesis Test of Mean (6 Known): Classical Approach

There are three possible hypothesis pairs for the mean.

Ho: T Ho VS. Ha; 1> U - Non-Critical Critical
~ Region Region
Reject H, if  greater then
X — i, Fail to Reject Reject
2* = 2(a '
o //n (@)

data indicates u > u,

because X is “a lot” \\

larger than | 0 oy z*

53

Rowe, D.B.
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8: Introduction to Statistical Inference
8.5 Hypothesis Test of Mean (6 Known): Classical Approach

There are three possible hypothesis pairs for the mean.

Ho: U= Uy VS. Ha; U * Ho - Critical Non-Critical Critical -
' Region Region
Reject H, If  less than
7—,u Reject Fall to Reject Reject
F=—=7=  _7(al?2) | -
o/+/n
or if IS greater than
X—H
2% = . Z(al 2
al~n ( )
. - . 0 L ! ! | ! T D S
data indicates u#u,, X far fromty, z* cv 0 cv Z*

Rowe, D.B.
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Exam 2 Next Class
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